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Foreword

In the history of science the development of new technologies, specifically techno-
logies to collect new types of data, have often preceded breakthrough discoveries and
induced paradigm changes. A point in case is astronomy. Over the centuries new
devices for observing the sky – the first telescopes in the early seventeenth century,
the horn reflector antenna of Penzias and Wilson that discovered the Cosmic
Background Radiation, the Hubble space telescope with its multitude of discoveries
in deep space – provided leaps in understanding and theory and created entirely new
fields of science.
What is true for the large objects studied by astronomy is also true for small

objects studied by physics, chemistry and biology. Many large advances in biology
can be directly traced to the invention of new technologies or devices to collect data
on biological samples and biomolecules. These include the first microscopes that
revealed cells and later subcellular structures to the human eye, X-ray diffraction and
NMR methods that solve the structure of complex biomolecules at atomic resolu-
tion, fluorescence imagingmethods that detect, quantify and measure the dynamics
of biomolecules in the living cell and mass spectrometry that identifies and quan-
tifies the whole repertoire of proteins, lipids and metabolites in cells and tissues.
The ability to detect, identify, quantify and structurally analyze most or all of the

biomolecules of a particular type culminated in the completion of the human
genome sequence and that of hundreds of other species and is one of the founda-
tions of molecular biology. As a consequence of the success of genome sequencing
projects the interests of many biologists are now shifting from the detailed analysis
of the structural, functional or catalytic properties of specific molecule towards the
immensely challenging questions of how the molecules that constitute the cell are
ordered and how they relate and interact with each other to carry out the myriads of
complex functions of cells and organisms. These latter questions define the emer-
ging field of systems biology.
A systems biologist equipped with a large budgetmight be tempted to assemble in

his laboratory the most up to date and high-throughput data collection platforms of
genomics, proteomics, metabolomics, lipidomics and so on that have been so
successful formolecular biology and to start systematically measuring themolecules
that define his system of interest. While he would likely collect a large volume
of high-quality data, he would also likely fail miserably in his goal to reach a
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comprehensive understanding of the system. The reason, of course, would not be
incompetence, lack of resources or even the lack of powerful computers to crunch
the data. The reason for failure would be that he was making the wrong types of
measurements, those carried over from molecular biology research focused on the
properties of molecules. Rather he might be more successful if he focused on those
measurements that are relevant for systems biology and focused on the context in
which those molecules operate, such as physical interactions, enzyme–substrate
relationships, gene regulatory networks and their dynamic change.
Therefore, at this point, systems biology has to be considered substantially data-

starved and also limited by the technologies required to collect the right types of data
reliably, comprehensively and quantitatively. Measurements at the level of the single
cell are, at the same time, among the most challenging and informative in systems
biology. They are challenging because the specific cell to be measured has to be
detected, isolated and in some instances lysed. Furthermore, the amount of each
analyte present in or extracted from a single cell is minute, requiring analytical
technologies of the highest possible sensitivity. Single cell measurements are
informative because every cell analyzed produces a set of data that can be combined
with data obtained from other individual cells to compute the distribution and
statistical significance of the measured value over a population of cells, as opposed
to the average value determined by classic methods in which large numbers of cells
are analyzed in each assay. Knowledge of the distribution and statistical significance
of values over a population of cells is significant for the classification of cells at an
unprecedented resolution, for the detection of cellular variabilities representing
different states (e.g. healthy or diseased, resting versus activated, etc.) and for
the discrimination between deterministic and stochastic events in cells. It can
therefore be expected that the ability to carry out extensive and robustmeasurements
on single cells will catalyze significant conceptual advances in biology andmedicine,
the extent of which at this time can only be guessed. In addition to the fundamental
advances they are expected to create, the nano- andmicrosystems required for single
cell analysis also offer real practical advantages that can even be exploited for
conventional assays. They allow the development of highly parallelized systems
for high-throughput assays, the realization of substantial saving in analyte material
and other consumables and dramatically increased speed of analysis.
The present volume describes exciting new technological developments that

address the key issues related to single cell analysis. In a logical series of chapters
a panel of leading researchers describe the state of the art of systems nanotechnology
and single cell analysis. The chapters represent an interesting mix between topics of
basic technology and prototype applications. The book is a highly welcome resource
for beginner and advanced researchers alike who want to immerse themselves in the
new and exciting field of systems nanotechnology. There is no doubt that the topics
treated in this pioneering volume will be of lasting and growing significance for
systems biology.

Basel, November 2008 Ruedi Aebersold
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Preface

Single cell analysis (SCA) and systems nanobiology (SNB) are nowadays puzzling
keywords in a scientific community that is more and more interested in tackling
complex and transdisciplinary problems in biology – the science of life. However,
why is the analysis of single cells so fascinating and important that biologist,
chemists, physicists, engineers, biomathematicians and bioinformaticians contri-
bute from different perspectives to achieve these goals? Is it the fascination of the
smallest organizational system that – by definition – represents life and its related
consciousness that such a small systemsmaintains a highly complex and hierarchical
architecture of interconnected molecular networks? Is it the hope that understanding
such a complex system will help us to understand the functioning of complete organs
and will give us new approaches to cure diseases and to develop personalized
medicine within the framework of systems biology? Or is it a means to identify
the relevant mechanisms of complex processes in cells which have developed over
millions of years with a limited set of molecules and which are responsible for their
self-maintaining, efficient, robust and evolutionary properties? The answer to all
these questions is yes. But what is the difference from the established biotechnolo-
gical procedures and approaches that were based on investigating cellular ensembles
and which were developed over recent decades, proving their validity and effective-
ness in bringing breathtaking insights of cells and bringing their molecular blueprint
to light?
This book gives you a number of possible answers to these questions. Of course it

is only a snapshot of a rapidly growing field. Here, scientists of many origins share
with you their results and view of a field which is at present in its infancy but is ready
to develop into an equivalent and complementary partner to the existing approaches.
A field that strives to extract quantitative information on cellular properties and
information at different cell organizational levels (genome, proteome, metabolome,
etc.) which are not ensemble-averaged. This is certainly the most obvious paradigm
shift when you rationalize that, to date, proteome analyses have been based on 103–
106 cells and rely on the fact that weak (but important) cellular signals and responses
can be hidden within an unspecific cellular background of cells that do not behave in
an identical way – they are not identical and are characterized by a heterogeneous
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response. Moreover, novel single cell techniques will hopefully allow the investiga-
tion of individual cell cycle dependent effects, will give access to cellular variabilities
during cell proliferation, will give access to cellular subpopulations and differentia-
tion states and will allow an insight into the different and inhomogeneous cellular
responses to external stimuli.
It will be highly interesting to see how parameters like robustness of a cell against

external stimuli is a global property of the cellular ensemble and how it relates to the
property of an individual cell.
A similar shift in paradigm happened in biophysics when, over the past 15 years,

single molecule biophysics opened a new field of activity that allowed investigation
of biomolecular processes and identification of physical mechanisms, with com-
plementary approaches in mechanics (forces), optics (photonics), electrodynamics
(charge transport) and thermodynamics (energies). Their novel insights into specific
interactions, structure–function related binding mechanisms, molecular dynamics
and the description within novel statistical mechanics models allowed the extraction
of information on metastable transition states, molecular subpopulations and ther-
modynamically driven heterogeneous variabilities that are beyond the statistically
averaged information provided by molecular ensembles in their initial and final
state.
Single cell analysis will profit from such expertise in the sense that, beyond

pragmatic benefits like saving material, time and resources (no cell cultivation
and amplification needed), the novel highly parallelized and microchip-based single
cell analysis approaches will allow new screening concepts and applications where
only small amounts of cells are available (e.g. stem cell research).
In that sense, this book aims to cover some of the very prominent fields of

activities that contribute to the area of single cell and subcellular analysis. General
and more specialized readers will find a mixture of very recent results that are
embedded in review and trend articles, where renowned researchers give their view
of the state of the art of emerging and innovative analytical technologies as well as
their motivations and visions of this lively area.
This book is structured in three main areas:

Part I Single Cell Analysis: Imaging
Part II Single Cell Analysis: Technologies
Part III Single Cell Analysis: Applications

The three parts are preceded by an introductory feature article from Ruedi
Aebersold, where the general topic of single cell analysis is put into the framework
of molecular systems biology.
In Part One, where the book�s focus is on SCA imaging, exemplarily the three

major microscopy techniques – optical, electron, scanning probe microscopy – are
highlighted with their emphasis to analyze individual cells. Namely, Ulrich
Kubitschek reports on the investigation of intracellular protein dynamics with
fluorescence microscopy at the single molecule level, Robert Ros and Nicole Hans-
meier describe their microscopy efforts to map protein structures on bacteria and
how single molecule force spectroscopy can nowadays be used to quantitatively
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affinity rank DNA–protein interactions from bacterial transcription regulation
networks and Jürgen Plitzko gives an overview of the fascinating capabilities of
3D single cell electron tomography.
In Part Two, novel single cell analytical technologies are illustrated. Norman

Dovichi and coworkers present their developments in single cell capillary electro-
phoresis (CE) and applications in cell development, oncology and neuroscience.
Alexandra Ros and Dominik Greif demonstrate their achievements towards a label-
free protein fingerprint of a single cell in a microfluidic chip format and Jonathan
Sweedler and coworkers review current mass spectrometric approaches for examin-
ing single cells and highlight recent progress. Microfluidic cell isolation array
structures for quantitative analysis of toxin pore formation and cell cycle dynamics
in single cells are investigated by Luke Lee and Dino di Carlo, while Josef Käs and
coworkers describe their optical stretcher technology that allows cancer diagnosis
and stem cell characterization at the single cell level.
In Part Three, more application-driven examples are highlighted. Ulrich Walter

and Jan Buer review how single cell analysis with various technologies contributed to
a modern understanding of the immune system. Rare single tumor cells can
nowadays be characterized by a variety of staining, detection, sorting and data
analysis techniques. The chapter by James F. Leary gives an impressive overview
about it and its consequences. Cellular variabilities and single cell heterogeneity is
the topic of the contribution of Edgar A. Arriaga, where he investigates the diverse
variations of isogenic cells, for example insulin-producing pancreas cells. Last but
not least, Christoph Klein and coworkers review how single tumor cells can be
analyzed at a genomic and transcriptomic level.
A number of different aspects of single cell analysis are gathered and described in

this book. They are not complete, since this young and promising area of research
has just left its infancy and started a very dynamic development. Although quite a
number of possible applications and merits already can be identified, it will be
interesting to see how the field develops when it gains momentum. Based on the
pioneering and exciting work presented in this book (and others too, see e.g. the
special issue on single cell analysis in Analytical and Bioanalytical Chemistry 387 (1),
2007) a more complete understanding of complex cellular processes will not only
bridge different scientific disciplines in a transdisciplinary way from an analytical
point of view, it will furthermore connect different perspectives from a reductionistic
molecular view to a more holistic organism-oriented viewpoint. I am convinced that
we can expect a wealth of new insights into the hidden mysteries of cells and their
complex mechanisms in the future.

Let�s get excited and inspired!

Bielefeld, November 2008 Dario Anselmetti
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1
Single Molecule Fluorescence Monitoring in Eukaryotic
Cells: Intranuclear Dynamics of Splicing Factors
Ulrich Kubitscheck

1.1
Motivation

Many problems in single cell analysis involve very basic questions: where do proteins
or largermolecular assemblies go?Howdo theymove: by Brownianmotion, freely or
in some restricted manner, or by active transport along one of the cell�s filament
systems?Where are they captured, where do they bind and for how long? If binding,
what are the interaction partners? Which factors are present at locations in large
organelles, which are transiently bound, what is the sequence of molecular inter-
actions? Especially the latter question is of great significance considering the
functional role of large molecular complexes, which perform tasks like signal
transduction, energy production, information processing, or protein formation and
degradation. To approach these questions means developing an �intracellular
biophysical chemistry.� Currently there are only a small number of techniques
available to approach these questions of intracellular protein dynamics. Light
microscopy and in particularfluorescencemicroscopy is certainly one of themethods
of choice; and it has reached a high level of maturation and sophistication. Especially
the past 20 years have seen a storm of developments in quantitative fluorescence
microscopic techniques, which was triggered by the perfection of microscope optics
and light detectors, the widespread use of continuous wave and pulsed lasers as
excitation sources, the introduction of elegant optical concepts, the availability of
massive computing power to resolve complex image processing tasks and, last but
not least, the introduction of genetically engineered autofluorescent protein con-
jugates. In the past few years tremendous progress has been made with regard to
bringing opticalmicroscope resolution almost to the ultimate level ofmolecular sizes
with the introduction of stimulated emission depletionmicroscopy [1] and nonlinear
structured illumination microscopy [2, 3]. But high-resolution methods are often
not applicable or optimally suited to examine dynamical processes. However for such
problems fluorescence techniques appear to be almost ideal. Probably the most well
known isfluorescence recovery after photobleaching, abbreviated FRAP [4]. A further
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technique, nowadays almost classic but nevertheless still rapidly expanding, is
fluorescence correlation spectroscopy, FCS [5, 6]. A most recent and extremely
powerful technique is single molecule tracking within cells [7]. Remarkably, moni-
toring single fluorescent molecules with a sufficiently high time resolution can
provide real-timemolecular views on biochemical processes within cells even in vivo.
It is extremely fascinating and instructive to directly observe the motions and
interactions of single protein molecules, ribonucleoprotein particles or oligonucleo-
tides by state of the art light microscopy.

1.2
Experimental Approach

Fluorescence microscopic visualization of a single molecule in real time is relatively
easy to achieve if some rules are observed. Methodological prerequisites for intra-
cellular single molecule monitoring are the reduction of background fluorescence
and the use of very low concentrations of the probe of interest, which should be in the
picomolar range. Technical prerequisites are the use of laser light sources to yield the
required irradiance of about 0.1 kW/cm2, the optimization of light transmission in
the detection pathway of the microscope and finally the use of fast camera systems
of utmost sensitivity for signal detection. The identification and tracking of single
molecule signals in usually noisy images is finally performed using sophisticated
digital image processing. Figure 1.1 shows a schematic representation of the optical

Figure 1.1 Principle optical setup of a single molecule microscope (for explanation see text).
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beam path in a single molecule microscope. The principal idea is to use as few
components as possible in order to optimize the light detection efficiency.
The illumination light is coupled via an optical fiber port into the epi-illumination

light path of the microscope. In this manner the collimated light illuminates the
image plane, which is conjugated to the object plane and located at the position of the
field stop. The beamdiameter at this plane divided by themagnification of the optical
system determines the final extension of the illumination field with a Gaussian
intensity profile. The incoming beam is reflected towards the sample by a dichro-
matic beam splitter. We use a fiber output diameter of 1mm (1/e2 diameter) and
usually a 63� objective lens. This produces a Gaussian illumination pattern with
a diameter of approximately 16mm within the object plane. Currently, we study
preferentially dynamic processes within cell nuclei; and therefore the illumination
field size is adjusted approximately to the diameter of a single nucleus. The focal
depth, that is the axial extension of the object area in focus, is less than 1mm for high
end objective lenses with a numerical aperture (NA) �1.3. Since the light collection
efficiency of the objective is proportional to the square of the NA, the lens with the
highest NA available should be chosen.When the laser is focused onto the back focal
plane of the objective lens, a homogeneous illumination of the complete object field
can be achieved. The fluorescence image is captured by the objective lens, transmit-
ted by the dichromatic beam splitter and finally mapped by the tube lens onto the
charged coupled device (CCD) of the camera. In order to achieve the highest frame
rates and sensitivity available, a back-illuminated electron multiplying (EM) camera
chip with 128� 128 pixels is a suitable choice as imaging device. After careful
optimization of all components in the detection path of the microscope, an overall
detection efficiency in the range of 10% is achievable. Figure 1.2 shows more
technical detail of the beam path within the microscope. We use Notch filters in
the emission beam path instead of the commonly employed band pass filters.
These reject any residual excitation light with an optical density (OD) of 6ODunits

which might pass the dichromatic mirror. Therefore, no Raleigh scattered light
reaches the detector. The Notch filters are positioned within the infinity beam path
in front of the tube lens. A set of three different Notch filters centered at 488, 532 and
633 nm is available and, depending on the employed laser excitation, the respective
filter is inserted. The tube lens focuses the image but it is supplemented by a
4�magnifying lens system. This is required because our camera (iXon DV-860-BI;
Andor Technologies, Belfast, Northern Ireland) has a pixel size of 24mm. Used
without a magnifier this would correspond to a pixel size in the object plane of
380 nm, which would not be sufficient for satisfactory detail when imaging diffrac-
tion-limited objects. Microscopic imaging of single fluorescent molecules produces
diffraction-limited light spots in the image plane. The corresponding intensity
pattern can be approximated by a two-dimensional Gaussian function with a full
width at half maximum of approximately 250 nm, when light with a wavelength of
500 nm and an objective lens of NA 1.4 are used for imaging. The precise position
of the molecule can therefore be obtained by a fitting process which yields the center
of the light spot with a very high precision, but only if the single molecule signal is
imaged with a good signal to noise ratio and sufficient geometric detail. The required
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detail is obtained when a 4�magnifier is used, which reduces the object plane pixel
size to well below the diffraction limit, namely to 95 nm. Then a diffraction-limited
single molecule signal is spread over about 5� 5 pixels, which is ideal for nanolo-
calization by the fitting process. The localization precision depends only on the signal
to noise ratio (SNR) and the stability of the optical setup; values of 2–40 nm can be
achieved [8–10].
Figure 1.3 gives a full schematic view of the complete setup, showing the details of

the excitation laser setup. Our instrument allows the sequential use of up to three
different laser lines for fluorescence excitation. The different laser beams are
combined by two dichromatic beam splitters, then coupled into an acousto-optical
tunablefilter and focused into anopticalmono-modefiber. This delivers the light to the
microscope. As outlined above, the triple dichromatic beam splitter reflects the three
excitation lines onto the sample, while the three fluorescence bands are transmitted to
the detection system via the Notch filters. This slightly unusual filter construction has
the following purpose: by this means three fluorescence bands can be detected
independently by a single EM CCD camera by simply alternatively triggering the
AOTF driver governing the laser illumination. The camera generates the trigger
signals whenever an image is acquired. Using a single camera for the imaging of the
different fluorescence channels instead of using several cameras separated by
additional emission beam path dichromatic beam splitters has the great advantage
that alignment of thefluorescence images is not required, since registration is realized

Figure 1.2 Details of the single molecule microscope. LC, fiber
output; L1, tube lens in the illumination light path; L1, tube lens in
the emission light path; L3, 4� magnifying lens system; O,
objective lens; D, dichromatic beam splitter; N, Notch filters.
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in the very same beam path. Just minor lateral and axial chromatic aberration of the
detection optics need be taken into account.
The most straightforward way to deliver a fluorescent probe molecule into living

cells is by using a microinjection system. Intracellular fluorescent probe concentra-
tions should be adjusted to <100 pM, since then only a few fluorescent molecule are
present within the field of view. For extended observations, the molecules must be
andmovewithin the focal region of the objective lens. Signals frommolecules leaving
the focal plane rapidly vanish into the background noise, which means that the
imaging of single point objects exhibits a three-dimensional resolution.
The observation of single molecules with high imaging frame rates allows the

tracing of single molecule trajectories, if their movement during image acquisition
is negligible. It has been shown that frame rates in the range of 300–400Hz are

Figure 1.3 Sketch of the single molecule
microscope including the excitation lasers.
Three excitation laser lines were joined by two
dichromatic beam splitters and passed through
an acousto-optical tunable filter (AOTF), which
allowed regulating the power for each laser
separately within a few microseconds. Excitation
light was directed to the inverted microscope by
an optical mono-mode fiber, and coupled in at
the epi-illumination port. The emitted
fluorescence light was separated from the
excitation by a triple dichromatic beam splitter,
which reflected the three excitation lines onto the

probe, while the three fluorescence bands were
transmitted to the detection light pass by
optionally insertable Notch filters with an
absorbance of OD6 at the laser lines. No further
filters were used in the emission beam path.
Hence, up to three fluorescence bands could be
detected sequentially by a single electron-
multiplying CCD camera by alternative triggering
the AOTF driver via a programmable counter,
which reacted to the camera-generated trigger
signals. Fluorescent probe molecules could be
microinjected into living cells.
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sufficient to follow the pathways of proteinmolecules withmolecularmasses above
50 kDa in solution [11]. In that study it was shown for two model proteins –

streptavidin and an IgG – that the quantification of diffusion based on tracing single
protein molecules in aqueous buffer yielded the same results as the respective
measurements using fluorescence correlation spectroscopy (FCS). Also, it was
demonstrated that the high-speed video microscope employed could easily follow
single fluorescent quantum dots. Hence, for molecules in the respective molecular
mass and brightness range, single molecule tracking may be used as a comple-
mentary method to FCS for analyzing protein mobility. Tracer molecule mobility
within biological cells is four- to 10-fold reduced, compared to mobility in aqueous
solution [4]. Thus, Gr€unwald et al. showed that real-time visualization and tracking
of protein molecules inside living cells is feasible using a state of the art imaging
system.

1.3
Single Particle Tracking within Living Cells

Several recent studies demonstrated the power of single molecule tracing within
living cells [12–16]. Of course, the technique is not restricted to imaging single
molecules. Actually, it is even more straightforward to image other subdiffraction
sized objects, like quantum dots, single viruses or single gene carriers, because they
are usuallymovingmore slowly and can often be labeled with a higher fluorophore to
particle ratio [17–21]. The first successful observations of single proteins inside cells
were performed using large autofluorescent proteins as probes for intracellular
mobility [22]. The effective intracellular viscosity experienced by these probes was
found to be about 15-fold higher than that of an aqueous solution, but with a much
broader distribution of diffusion constants. The large range of protein mobility is
obviously due to interactions with intracellular components or macromolecules and
organelles forming barriers and obstacles.
When considering single molecules the tracking of molecules and particles is

especially feasible within the cell nucleus, since the autofluorescence of the cell
nucleus is significantly lower than that of the cytoplasm [13]. Single molecule
observation within cell nuclei allows the analysis of nucleocytoplasmic transport
and the characterization of intranuclear transport pathways, mobility restrictions
and intranuclear binding processes. The past 10 years revealed that the nuclear
architecture ismuchmore complex than previously thought. The new view is that the
cell nucleus is a highly organized organelle in which chromosomes occupy distinct
territories and processes like DNA transcription and replication as well as mRNA
splicing are carried out by supramolecular complexes which are organized in
complex spatio-temporal patterns [23]. Even inert protein probes, which do not
specifically interact with nuclear structures, do not perform free Brownian motion
but rather exhibit variousmobilitymodi (Gr€unwald,Martin, Buschmann, Leonhardt,
Kubitscheck and Cardoso, unpublished data). Diffusion of such molecules is
generally characterized by anomalous behavior, that is the effective mean square
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displacements do not depend linearly on time as for normal Brownian motion.
The analysis of single molecule trajectories confirms the existence of very large
restrictions on the mobility of large proteins within the cell nucleus, which is
indicative of structural barriers and frequent binding–unbinding events to immobile
or slowly moving supramolecular structures.

1.4
Pre-Messenger RNA Splicing

Molecules interacting specifically with further intranuclear components such as
DNA, RNA or protein complexes exhibit a very different mobility in comparison to
inert ones. In this case a detailedmobility analysis allows insight into the dynamics of
the corresponding intranuclear processes.
Eukaryotic RNA transcripts go through several post-transcriptional modifications

before their final transport into the cytoplasm [24]. Usually such pre-messenger
RNAs have noncoding sequences – so-called introns – that must be removed to yield
functional mRNA. This biochemical processing is designated as �splicing.� It is a
complex intranuclear process accomplished by pre-assembled complexes, the
�spliceosomes,� which comprise more than 70 different proteins. Many of these
are contained in the uridine-rich small nuclear ribonucleoprotein particles
(U snRNPs), which are classified as U1, U2, U5 and U4/U6 according to their
small nuclear RNA (snRNA) content. With the exception of U6, the snRNAs are
synthesized in the nucleus by RNA polymerase II and exported to the cytoplasm,
where sets of common and specific proteins bind to the snRNAs [25]. After their
assembly the U snRNPs are imported into the nucleus. Spliceosomes have been
shown to be subcomplexes of huge multicomponent nuclear RNP complexes,
so-called supraspliceosomes with geometric extensions of 50� 50� 35 nm3 [26].
The group of proteins and RNPs involved in splicing is collectively designated as
splicing factors. The intranuclear distribution of splicing factors is a prominent
example of the high degree of spatio-temporal organization of the nuclear contents.
Immuno-staining of cells with antibodies against splicing factors such as ASF/SF2 or
U snRNPs produces images in which nuclei contain numerous tiny bright spots, the
so-called �nuclear speckles�, dispersed on a homogeneous background. These
speckles are created by the enrichment of splicing factors in interchromatin granule
clusters and perichromatin fibrils, which are designated as splicing factor compart-
ments [27]. The mechanism of their formation and their function is still unresolved.
They may represent sites at which splicing factors are reprocessed, stored or
assembled together with other components of the transcription and RNAprocessing
machinery into spliceosomes. It has been speculated that they arise by interaction
with a putative karyoskeleton, or alternatively by self-assembly. The diffuse nucleo-
plasmic staining is probably due to unbound splicing factors and those actively
involved in splicing. Of course, it is most interesting to study the dynamical behavior
of splicing factors within and outside speckles in order to get insights into the
different processes taking place in these intranuclear domains.

1.4 Pre-Messenger RNA Splicing j7



1.5
Intranuclear Splicing Factor Tracking

In a recent study we analyzed themobility of nativeU1 snRNPswithin live cells at the
single particle level in order to yield insight into the dynamics ofmRNA splicing [16].
U1 snRNPs were isolated from HeLa cell nucleus lysate by ultracentrifugation and
then covalently labeled with the red fluorescent dye Cy5. The use of native RNPs
excluded possible problems of particles that were assembled in vitro and might be
incomplete or functionally imperfect. The Cy5-labeled U1 snRNPs were microin-
jected into the cytoplasm of living HeLa cells and were subsequently imported into
the cell nuclei. Thereby the biochemical functions, integrity and structure of the
nuclei remained as unaffected as possible. The concentration of the injection
solution chosen was so low that single U1 snRNPs could be visualized and tracked
within the cell nuclei with a spatial precision of roughly 30 nmby the singlemolecule
microscope described above. In this manner movies from single U1 snRNPs with
different time resolution ranging from200Hz to 5Hzwere recorded. TheHeLa cells
employed were transiently transfected with ASF/SF2-GFP in order to allow the study
of the RNP dynamics within and outside nuclear speckles. Images of these reference
structures were taken using GFP fluorescence excitation at 488 nm, while the single
RNP trajectories were obtained switching laser excitation to 632 nm for excitation of
Cy5. Automatic image analysis procedures on the basis of Diatrack 3.01 (SemaSopht,
North Epping, Australia) were employed to identify single RNP signals and to
reconstruct single particle trajectories (Figure 1.4).
These could be analyzed depending on their assignment to speckled or nucleo-

plasmic intranuclear domains. The greater fraction of the detected U1 snRNPs was
immobile: roughly 80% of the U1 snRNPs identified in two subsequent frames
did not move beyond the localization precision and therefore were classified as
immobile. Such immobilization may be caused by binding to a very large and bulky
structure with no or extremely low mobility. Evidently, being coupled to large
intranuclear complexes is the standard state of U1 snRNPs.
This observation was in strong contrast to the results of a related single molecule

tracking study, in which an inert probe molecule – streptavidin-cy5 – was tracked
inside cell nuclei (D. Gr€unwald, R. Martin, V. Buschmann, H. Leonhardt,
U. Kubitscheck and M.C. Cardoso, unpublished data). In that case, a significantly
smaller fraction of molecules, namely about 20%, was immobile between successive
frames. Furthermore, the duration of binding was significantly shorter in these
experiments.
Presumably the observed immobilization of the U1 snRNPs was often caused by

the involvement of the particles in ongoing splicing events. This assumption was
suggested by comparing the results of a previous study on intranuclear U1 snRNP
mobility in our laboratory, whichwas performednot on living but rather on digitonin-
permeabilized cells [28]. Digitonin-permeabilized cells are mostly physiologically
inactive and splicing has ceased or is to a very large extent reduced. Notably, in those
cells a significantly smaller fraction of RNPs was found immobile, namely only about
20%, as in the case of the unfunctional tracer molecule streptavidin. It is well known
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Figure 1.4 Trajectories of single U1 snRNPs in a
living cell nucleus. (a) Trajectories of numerous
single U1snRNPs extracted from a single
molecule movie, which was recorded at 200Hz.
In the movie, mobile U1 snRNPs as well as
transiently immobilized RNPs could well be
distinguished within nucleoplasm and speckles.
The black dots connected by lines represent
the positions and molecular jumps as identified
by Diatrack 3.0. The trajectories were plotted
onto a gray-scale image of the splicing factor
ASF/SF2-GFP, which was transiently expressed
in the respective HeLa cell nucleus. Hence, the
bright regions indicate nuclear speckles
(dark gray lines). The white box marks a
single trajectory which is detailed in (b) and (c).

Thewhite line indicates the estimated position of
the nuclear envelope (bar: 2mm). (b) The short
image sequence of the trajectory marked in (a).
The series demonstrates the excellent signal to
noise ratio of the labeled U1 snRNPs. The
sequence starts with the image in the upper left
hand corner, and goes linewise to the lower right
hand corner. Single frame integration time was
10ms; single image size 1mm2. (c) Magnified
view of the positions at which the U1 snRNP was
observed, revealing that the RNP moved to a
specific site, was bound there for 80ms, and
then left the site again; complete field size,
1mm2. The figure ismodified fromRef. [16] and is
shown with permission.
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that pre-mRNA splicing, at least in part, is already occurring during transcription.
This means that very large DNA–pre-mRNA–protein complexes are formed at the
transcription sites, which would certainly represent large supramolecular complexes
causing a gross immobilization of involved interaction partners – such as the U1
snRNPs.

1.6
Intranuclear U1 snRNP Splicing Factor Binding

The recorded movies also allowed a study of dissociation from the putative binding
sites – simply by counting the number of frames after which the respective particles
vanished from their fixed positions. Of course, the disappearance could in principle
also be due to photobleaching of the Cy5-labeled RNPs, but it was found that the
average photostability of the particles was not a limiting factor.
In the case of a simple bimolecular dissociation reaction one would expect a

monoexponential decay of the number of complexes. In contrast to that, dissociation
from the binding sites showed unexpected kinetics. Using movies taken with high
frame rates to analyze the binding revealed short binding durations, while movies
with low frame rate indicated long binding durations. In this manner dissociation
times between 5ms and 1400ms were determined, ranging over three orders of
magnitude. We interpret this result in the following manner. The complex dissocia-
tion kineticsmost probably reflect the different ways in which U1 snRNPs interacted
with other nuclear structures. We assume that we observed processes ranging from
nonspecific interactions or �trapping� within a chromatin network – as in the case
of nonfunctional streptavidin – and genuine splicing events to the assembly of
spliceosomes before splicing and possibly the re-assembly of splicing factors.
Furthermore, numerous quite diverse types of splicing reactions occur simulta-
neously within a cell nucleus, for example involving a few or numerous introns either
in a single pre-mRNA reaction or in alternative splicing reactions. It is plausible that
all of these display a different kinetics with regard to the duration of the involvement
of different splicing factors. Therefore the observation of many different types of
kinetics is probably not incidental but displays a fundamental property of intra-
nuclear reaction kinetics. It is tempting to speculate that chemical kinetics occurring
on many time scales is typical for the complex processes occurring in cell nuclei.

1.7
Events in Speckles

Speckles can in vivo be defined using cells expressing ASF/SF2-GFP conjugates.
Then, distinct spots of strongGFP fluorescencemark the position of speckles, which
appear quite contrasted in a confocal microscope. Acquisition of images upon green
excitation in nonconfocal video images also allowed discrimination between speckles
and nucleoplasmic spaces and created a basis for a separate analysis of U1 snRNP
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dynamics in speckles and in the nucleoplasm. Surprisingly, the dissociation kinetics
did not differ significantly for binding within or outside speckles. This indicated that
the increased splicing factor concentration in speckles is not due to a stronger
binding of U1 snRNPs. Rather, two explanations for the higher concentrations of
splicing factors within speckles remain: (i) the on rate of the binding process is
increased, for example by a facilitated accessibility of the speckle binding sites, (ii) the
concentration of binding sites within the speckles is higher than in the remaining
nucleoplasmic space, while the interaction is of similar nature. The data presently
available do not allow discrimination between the two options. Above, we presented
arguments that at least part of the observed binding was related to splicing during
ongoing transcription. Therefore it can be assumed that mRNA transcription and
splicing also takes place in speckles, because the processes causing U1 snRNP
immobilization are identical inside and outside the speckles. In summary, the reason
for the complex immobilization pattern cannot yet be explained. Nevertheless, it is
clear that the study of complex physiological processes such as transcription and
splicing require further live cell measurements.

1.8
Intranuclear U1 snRNP Mobility

Obviously, single particle tracking is ideal for recording molecular trajectories
(Saxton and Jacobson, 1997). Above, we discussed that a frame rate of 350 Hz is
sufficient to track single proteinmolecules in buffer solution. Therefore, a repetition
rate of 200 Hz should be high enough to record real-time U1 snRNP trajectories in
the cellular interior. There exist several approaches to analyze singlemolecule tracks.
The trajectory for each U1 snRNP was determined by Diatrack as a set of

coordinates {xi, yi}, where 1� i�N with N denoting the number of observations.
From each trajectory a total of (N� 1)�N/2 square displacements, r2(tlag), was
determined between two positions separated by a time lag, tlag, with tlag¼ n (till þ
tdelay). till denotes the single frame integration time, tdelay the delay time between two
successive frames and n the difference between the framenumbers. By averaging the
square displacements for equal to tlag the mean square displacements (MSD),
hr2(tlag)i can be calculated. In the case of two-dimensional Brownian motion the
diffusion coefficient D is related to the MSD by:

hr2ðtlagÞi ¼ 4D tlag ð1:1Þ
Thus, a linear relationship between MSD and lag time indicates unrestricted
Brownian motion and can be used to derive diffusion coefficients from single or
many trajectories. But if the observedmolecularmotion is not based on free diffusion
but on confined diffusion or directed flow, the relation between MSD(tlag) and tlag is
no longer linear. Analysis of trajectories by Equation 1.1 is also not appropriate, when
the particles have a different mobility, possibly due to interactions with further
molecules, or when particles change their mode of motion along a trajectory. In such
cases the data can be analyzed by so-called jump distance distributions. This analysis
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considers the probability p(r,t)dr that a particle starting at some arbitrary position is
encounteredwithin a distance between r and r þ dr from the starting point at a given,
later time t. For particles diffusing in two dimensions the jump distance distribution
can be written as:

pðr; tÞ dr ¼ 1
4pD t

e�r2=4Dt2p r dr ð1:2Þ

Experimentally this probability distribution can be approximated by a normalized
frequency distribution obtained by counting the jump distances within respective
intervals [r, r þ dr] covered by single particles after a given number of frames
respective to the lag times. The essential point in the jump distance distribution
analysis is that subpopulations of jumps can be determined by curve fitting.
So far, the mobility of single molecules within cell nuclei cannot be characterized

by simple Brownian motion. This was demonstrated by quite a number of previous
studies using FCS and single particle tracking [13, 22, 29]. In our study onU1 snRNP
dynamics, we had to discriminate one immobile and at least two mobile fractions of
molecular jumps. Hence, a satisfactory fit of the data required three terms like that
given in Equation 1.2 (Figure 1.5).

Figure 1.5 Motion analysis of single U1 snRNPs
in successive frames. Distribution of the
distances covered by single, nucleoplasmic U1
snRNPs, which were identified and tracked in
successive frames of movies acquired at a frame
rate of 100Hz. A minimum number of three
different diffusion terms was needed for a
satisfactory fit of the data. The greatest fraction of
jumps (long dashes, 77.5%) corresponded to
immobile particles. These performed only a
seeming movement due to the finite localization

precision. Two mobile jump fractions, f2 and f3,
corresponded to fast diffusional motion with
coefficients of D2¼ 0.51� 0.05mm2/s (short
dashes, 15%) and D3¼ 8.2� 3mm2/s (dotted
line, 7.3%). The sum of all three fractions
excellently described the data (full line).
The insert shows the same plot with a different
scaling of the ordinate to show the great number
of large jumps corresponding to D3. The figure
was taken from Ref. [16] and is shown with
permission.
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The dissection of the distribution into three fractions represented a minimum
number, meaning that three fractions were sufficient to fit the jump distance
distribution. Certainly the fit could have been optimized by using four or five
fractions, or even a continuous distribution. Furthermore it is important to note
that the different jump fractions do not correspond to different particles with distinct
mobilities. Rather – as could be noted in many trajectories – single particles switch
their mode of motion along their trajectory, for example from mobile to bound or
back. This is no surprising observation considering the complex intranuclear
dynamics. Hence the fractions identified in the jump distance histograms also
represent different modes of motion of possibly identical particles. Actually, we
suppose that distinct mobility fractions do not exist, but rather that the U1 snRNP
mobility can be characterized by motions which range from immobility up to
dynamics which can be characterized by a diffusion coefficient of 8mm2/s.
The mobile U1 snRNPs showed diffusion coefficients varying from 0.5mm2/s to

8.0mm2/s. A diffusion coefficient of 8mm2/s is four- to fivefold lower than that
expected for a 240-kDa particle such as U1 snRNP in aqueous solution. A fourfold
reduction in mobility was found in several previous mobility studies of tracer
molecules within cell nuclei, as already stated. Therefore we suppose that this
diffusion coefficient corresponds to themotion of uncomplexedU1 snRNPsmoving
within nuclei, as in a solutionwith an effective viscosity of 5 cPoise. It has been shown
that U snRNPs are central components of pre-formed complexes designated as
spliceosomes and even supraspliceosomes, which contain four native spliceosomes
with a total mass of 21MDa and geometric dimensions of 50� 50� 35 nm3 [26].
For such complexes, the Stokes–Einstein law predicts a diffusion constant of
D� 2mm2/s in a solution of 5 cPoise. Obviously this value perfectly lies within the
range of diffusion constants determined for U1 snRNPs. However huge complexes
such as supraspliceosomes would probably not move in an unrestricted manner
within the molecular crowded and entangled intranuclear space. They would suffer
multiple collisions per unit time with chromatin or other molecular complexes,
which would slow it down even further. Exactly this has been observed for large
2MDa dextran molecules. Their mobility was dependent on the concentration of
intracellular obstacles [30]. Furthermore it has been shown that chromatin regions
represent a significant obstruction for the accessibility of large probe molecules [31].
Hence jumps corresponding to a mobility as low as D¼ 0.5mm2/s could well
correspond to U1 snRNPs contained in supraspliceosomes moving in a strongly
hindered manner through a crowded nucleoplasm.

1.9
Perspectives of Single Molecule Microscopy

Single molecule visualization and tracking is especially advantageous in single cell
analysis for a number of reasons. Many signaling processes in biological systems are
triggered by a very small number of effector molecules which can easily escape the
classic methods of detection. Single molecule microscopy requires exceedingly low
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probe concentrations and hence is ideally suited to study such events. In addition the
use of low probe concentrations guarantees that the physiological processes in
investigation are only minimally disturbed. Processes like RNA splicing or transport
through the nuclear pore complex take place on length scales between molecular
distances (0.1–1.0 nm) and the optical microscope resolution limit (>250 nm).
Actions on such �intermediate-sized� length scales cannot directly be studied with
conventional microscopy. Furthermore they usually involve large supramolecular
complexes containing numerous protein molecules and RNPs, which makes their
reconstitution in vitro very difficult. Single molecule detection within live cells with
a spatial precision in the nanometer range combined with the simultaneous use of
multiple fluorescent labels and exploitation of single molecule energy transfer is
a suitable way to approach such complex problems.
The molecular dynamics during ongoing live processes within cell nuclei have

often been measured by photobleaching or photoactivation techniques or FCS.
In order to correctly account for the mobility data obtained, binding processes are
postulated [32]. Alternatively anomalous diffusion models can also adequately
describe the data [29]. In contrast, binding events do not have to be assumed in
single molecule tracking, but rather can be directly observed and discriminated from
molecular movements. It is possible not only to observe distinct binding events but
also to measure the duration of individual interactions. Dissociation data like that
discussed above for U1 snRNPs can usually be obtained only by a direct preparation
of the molecular complexes in the initial, associated state. This often presents a
problem which is very difficult or impossible to solve, especially when working
in vivo. Obviously single molecule detection elegantly solves this problem, because
the individual events can be aligned in time aposteriori. The observation of individual
molecular interactions does not require synchronization of the molecular ensemble.
Finally in contrast to conventional techniques, such as FCS or photobleaching
techniques, different forms of mobility in heterogeneous systems may well be
discriminated by single molecule tracking. It is especially well suited for dynamic
processes with diffusion coefficients <10mm2/s.
Twomethodological drawbacks can currently be identified. As a video microscopy

the technique lacks a true optical sectioning capacity. Although the imaging of single
particles provides an intrinsic three-dimensional resolution, molecules in the out
of focus regions are excited and drastically reduce the signal to noise ratio of the
molecules in focus and thus lower the respective localization precision. Furthermore
the reference structures, whichmust be imaged in order to locate the dynamic single
molecule processes within a cellular context, appear blurred in current applications.
However an elegant solution to this problem can be imagined. The sample may be
illuminated using a light sheet perpendicular to the observation axis. This yields an
intrinsic optical sectioning effect [33–35]. This clever illumination principle can be
incorporated without major problems in a high-speed video microscope with single
molecule sensitivity. Finally a bottleneck is still represented by the image processing
of single molecule movies. Inherently noisy single molecule signals must be
identified in thousands of images and the true trajectories must be constructed out
of the single, fitted positions. Obviously this is often not possible in an unambiguous
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manner and sophisticated numerical approaches must be applied to extract a
maximum of information from the data. A very small number of commercial
program packages are currently available for this task, but none of them is able to
cope with the data in a really satisfactory manner. The development of suitable
modern image analysis techniques to this problemwould really produce a significant
progress for the field.
The conventionalway to analyze intracellularmobility is by FRAP,whichmeasures

bulkmobility on a spatial scale of several microns within a time window of up to 50 s.
Currently, FCS is increasingly used to study intracellular dynamics at selected focal
positions. Single molecule tracking quantifies the mobility of individual molecules
on length scales from 20 nm up to several microns within time windows from
milliseconds to seconds. It is not at all straightforward to extrapolate from single
molecule data to the results of FCS or FRAPmeasurements and vice versa. We think
that it would be most fruitful to carefully apply all three techniques in a complemen-
tary manner and to correlate the distinct results with each other. To accomplish this
a full simulation of molecular mobility on the basis of the single molecules would be
required, taking reactions, interactions and geometrical restrictions into account.
Such a simulation does not yet exist but is urgently needed in order to obtain a full
view of the dynamic processes inside live cells.
Numerous interesting problems in biology and biophysics have been studied by

singlemolecule techniques during the past few years [36, 37] but application to living
cell systems is still in its infancy [38]. Single molecule microscopy and single particle
tracking permit a completely new and fascinating view to intracellular dynamics.
For the first time ever, this technique provides a direct, real-time insight into
molecular processes in living cells with almost molecular resolution.
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2
Gene Classification and Quantitative Analysis of Gene
Regulation in Bacteria using Single Cell Atomic Force
Microscopy and Single Molecule Force Spectroscopy
Robert Ros and Nicole Hansmeier

2.1
Introduction

Atomic force microscopy (AFM) [1] offers fascinating possibilities to resolve biologi-
cally relevant surface structures with molecular or even submolecular resolution
under ambient as well as liquid environments. For imaging, the molecules are
usually immobilized on flat substrates [2, 3], but measurements on fixed or living
cells have also been reported [4–7].
AFM belongs to the continuously increasing family of the scanning probe

microscopes, which all go back to the scanning tunneling microscope (STM)
invented by Binnig et al. [8]. In the case of AFM a tiny tip with a radius in the range
of 10 nmmounted on amicrofabricated cantilevermoves line by line over the surface
of interest, while the interaction forces between the surface and the tip are probed
(Figure 2.1a). Nowadays various modes of operation are available, differing for
example in the applied lateral and vertical forces and the contrast mechanism.
For soft biological samples, dynamic modes are often applied, like the tapping
mode where the cantilever oscillates, therefore avoiding the destruction of the fragile
structures [9, 10].
Furthermore AFM is not only an imaging tool; it also allows the quantitative

characterization of biomolecular interactions and intramolecular forces on the level
of single molecules. The technique can be applied to a remarkable range of interac-
tions; from the binding of complex biological molecules like antibodies [11–13],
proteoglycans [14, 15], cytochromes [16], chaperones [17], selectines [18] and pro-
tein–DNA interactions [19–21] to small bioorganic or organic compounds like
peptides [22] and supramolecular systems [23–25]. The binding affinities of the
probed complexes can differ several orders of magnitude. For example the seminal
early force spectroscopy works on streptavidin/avidin–biotin interactions [26, 27]
yield a dissociation constantKD in the range of 10

�15M,whereas forweak calexarene-
ion complexes one finds a KD of 10�5M [23]. The mechanic behavior of single
molecules could also be addressed with this method. Examples include the
mechanics of single DNA strands [28–31], polymers [32] and proteins [33, 34].

Single Cell Analysis: Technologies and Applications. Edited by Dario Anselmetti
Copyright � 2009 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-31864-3

j19



For single molecule force spectroscopy experiments on ligand–receptor
systems one binding partner is connected to the tip of a soft AFM cantilever
and the other is bound to a surface (Figure 2.1b). The ligand and/or receptor
molecules are usually linked via polymeric tethers to the tip and to the surface,
respectively [12, 19, 22, 35, 36]. In order to obtain force–distance curves the AFM tip
or the surface is cycled up and down while measuring the force acting on the
cantilever. From these curves rupture or unbinding forces are analyzed for various
pulling velocities.
In this chapter we report on different examples where AFM was used to

compare protein sequences with molecular structures, the influence of gene
regulation on the protein extraction of surface proteins and examples for the
quantitative analysis of specific protein–DNA interactions in the field of transcrip-
tional regulation.

2.2
AFM on Paracrystalline Cell Surface Layers of C. glutamicum: Protein Sequence
Information and Morphology

One remarkable feature of prokaryotic cell envelopes is the presence of mono-
molecular paracrystalline protein 2D lattices, so-called cell surface layers (short
S-layers) [37]. These S-layers consist of (glyco-)proteins with molecular masses
ranging from 40 kDa to 200 kDa depending on the respecific bacterial genera.
Because of their location S-layers are involved in the interaction between bacteria
and their environment. Therefore diverse functions have been attributed to the
S-layers of individual bacterial species, including protection of the cell from
hostile factors, serving as molecular sieves and mediation of attachment to host
tissues [38]. Important features of S-layers especially in regard to bio- and
nanotechnological applications are: (a) pores with identical size and morphology

a b
laser diode

cantilever

sample surface

ligand
receptor

Figure 2.1 Atomic force microscopy and single
molecule force spectroscopy. (a) Schematic
representation of AFM. The tiny tip is moved
line by line over the sample surface while the
deflection of the cantilever is detected by the
position of a reflected laser beam. (b) For single

molecule force spectroscopy experiments on
ligand–receptor pairs the binding partners are
respectively attached to the surface and the
tip and the cantilever is cycled up and down.
The reflected laser beam indicates the force
acting on the molecular complex.
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in the nanometer range passing through the S-layers, (b) functional groups on the
surface and in the pores are aligned in well defined positions and orientations and (c)
isolated S-layer subunits can recrystallize by self-assembly processes on diverse
surfaces [38].
Based on this repetitive physicochemical surface properties of the S-layers down

to the subnanometer scale, a broad bio- and nanotechnological application potential
exists for those S-layers [39]. The diameters of the pores are in the range 2–8 nm
and therefore usable as ultrafiltrationmembranes or lithographicmasks [39]. Further
applications of S-layers are bioanalytical sensors, enzyme and affinity membranes,
immunoassays and electronic or optical devices. Several excellent reviews can be
found in the literature dealing with this topic [39–42].
For all these applications the design of lattices with accurately defined physico-

chemical properties is essential. One strategy to obtain such defined lattices is to
take a look at the natural diversity of S-layer properties of bacterial communities.
Therefore, in a comparative study the S-layer proteins of 28 differentCorynebacterium
glutamicum strains were analyzed by the use of classic biological techniques
(SDS-PAGE, PCR, sequencing) and AFM. The investigation of the extracted S-layer
proteins from these 28 different C. glutamicum strains by SDS-PAGE showed
variation in their molecular masses in the range 55–66 kDa [43]. Based on these
mass variations, significant differences could be expected in the corresponding
genes or their physicochemical properties. Using PCR techniques and subsequently
sequencing the corresponding genes of the 28 different C. glutamicum strains
revealed high gene variability. This variability is also reflected in the deduced amino
acid sequences of the 28 C. glutamicum S-layer proteins, which showed calculated
identities between 69% and 98% [43].
To assess whether the detected sequence differences of the C. glutamicum

S-layer proteins are reflected by their morphology, AFM high-resolution imaging
was performed. S-layer proteins of the 28 C. glutamicum isolates were extracted
from cells with 2% SDS, precipitated by centrifugation and adsorbed on amino-
functionalized mica surfaces. The S-layers of the different isolates adsorbed to
silanized mica as mono-, double or multilayers and were finally imaged in the
absence of buffers. High-resolution topographs (�1 nm) revealed two different
surface types of the C. glutamicum S-layer, one flower-shaped and one triangular
(Figure 2.2a, b). Mostly surfaces with flower-shaped hexameric S-layer cores are
exposed. This depends on the physicochemical properties the flower-shaped
S-layer side which does not adsorb 6nto the hydrophilic mica [44]. However the
triangular S-layer side nicely adsorbs to the mica and is therefore only detectable
on the border regions (Figure 2.1). With the exception of four C. glutamicum
strains, S-layers sheets of all analyzed C. glutamicum strains could be isolated
and displayed a common hexagonal lattice symmetry (Figure 2.2) [43], in which
monomers from hexameric cores are connected to six other cores [44]. Applying
an AFM nano-dissection analysis, a 3D reconstruction of the C. glutamicum S-
layer architecture could be calculated and the S-layer was classified as an M6C3

layer type [44].
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Interestingly, detailed analysis of the 24 C. glutamicum S-layers showed beside the
common hexagonal lattice symmetry small but significant differences in their unit
cell dimension, specifying the distance between the centers of two S-layer hexamers.
The unit cell dimension of the 24 C. glutamicum S-layers varies between a¼ b¼ 15.2
� 0.25 nm and a¼ b¼ 17.4� 0.2 nm (Figure 2.3) [43].
Based on the protein sequence data, a grouping of the analyzed C. glutamicum

strains in dependence on their S-layer identity was performed and a division into
five classes was conducted (Figure 2.3). A correlation between the AFM-based
classification of the S-layers and the protein sequence-based classification is
striking, although S-layer proteins from two isolates (C. glutamicum ATCC 31830
andATCC 13744) do not fit well into this classification (Figure 2.3). Therefore, class 3
might need to be further subdivided [43]. Consequently, the sequence variations of
the S-layer proteins are directly displayed in morphological differences of the S-layer
unit cell dimensions.
In this respect this interdisciplinary combinatory analysis of classic biological

methods and high-resolution imaging techniques by AFM is the first step into the
direction of protein engineering to design S-layers with well defined dimensions for
nano- and biotechnological applications.

Figure 2.2 AFM images of C. glutamicum
S-layers from five different sequence
similarity-based classes adsorbed to
aminofunctionalized mica. All strains display
hexagonal lattices with flower-shaped bottom
surfaces and triangular top surfaces, but with
different unit cell dimensions. Fourier
transformations of the bottom (a) and the

top (b) sides of the S-layer of C. glutamicum
ATCC 19240 are shown. AFM images represent
S-layers of each class: class 1 S-layer of ATCC
17966, class 2 S-layer of ATCC 22243, class 3
S-layer of ATCC 13058, class 4 S-layer of
ATCC 19240 and class 5 S-layer of ATCC
14751. Graph adapted from Hansmeier
et al. [43].
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2.3
Imaging of Living C. glutamicum Cells with Molecular Resolution: Genes,
Transcriptional Regulation and Morphology

It has been calculated that a rod-shaped bacterium of average size with a generation
time of 20min has to synthesize around 500 S-layer subunits per second to cover
the cell surface completely [37]. Accordingly S-layer genes are expressed at extremely
high levels and S-layer proteins constitute 10–15% of the cell�s total protein
content. The high-level expression of S-layer genes is not only based on strong
promoters and efficient transcription but also on highly stablemRNAmolecules [37].
However S-layer proteins are seldom found in culture supernatants, suggesting
that their synthesis is tightly regulated.
First hints regarding the regulation of S-layer gene expression in C. glutamicum

were published by Chami et al. [45], who showed that C. glutamicum cells grown on

Figure 2.3 Correlation of phylogenetic and
AFM-based classification of the S-layer proteins
from 28 C. glutamicum strains. The dendrogram
is constructed with the CLUSTALX program
under the usage of the BLOSUM 62 matrix
with the neighbour-joining method and
depicted the relationship among the
different S-layer proteins from the 28

C. glutamicum strains. Scale bar: 0.1% amino
acid substitution. Diagrams showed
measurement of the unit cell dimension of
imaged S-layers. Each bar represents 180
independent measurements (three dimensions
of 20 hexagons originating from three
different images). Graph adapted from
Hansmeier et al. [43].
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solid medium are completely covered with an S-layer, whereas cells cultivated
in liquidmedium are only partially covered by an ordered lattice. Subsequent studies
have demonstrated that the amount of S-layer protein synthesized by C. glutamicum
is dependent on the carbon source of the growth medium [46]. On the basis of these
observations, a relationship between S-layer formation, carbohydrate metabolism
and the physiological status of the cell in general has been suggested [46].
To gain insight into transcriptional regulation of S-layer formation in C. glutami-

cum, a combinatory approach of classical biological techniques (RACE-PCR,
DNA affinity purification assay, RT-PCR) and high-resolution AFM imaging
techniques were applied. By using a classic RACE-PCR the promoter of the S-layer
gene was mapped, enabling the search for regulatory DNA-binding proteins inter-
acting with this DNA region by a so-called DNA affinity purification assay. With this
assay a putative upstream of the S-layer geneDNA-binding LuxR-type transcriptional
regulator was identified [47].
The role of the identified transcriptional regulator in S-layer formation was

deduced from the characterization of this regulator mutant C. glutamicum strain
Intcg2831 in comparison to negative and positive C. glutamicum control strains by
AFM. Therefore the C. glutamicum cells were washed with 20mM Tris/HCl buffer
solution to avoid medium contaminations before they were adsorbed onto glass
plates for AFM imaging in tapping mode. This easy sample preparation procedure
helped in combination with mild imaging conditions to avoid artefacts during the
measurements. The resulting AFM images showed highly ordered hexagonal
lattice patches, which covered nearly the complete cell surfaces of the two S-
layer-containing C. glutamicum strains, the positive control strains (Figure 2.4a, b).
In contrast the cell surface of the negative control is as expected devoid of any
ordered structure that resembles hexagonal S-layers (Figure 2.4c). Interestingly in
comparison to both control strains, the cell surface of C. glutamicum regulator
mutant Intcg2831 displayed very small patches of the hexagonal S-layer
(Figure 2.4d). Those S-layer patches covered only about 1% of the cell surface of
C. glutamicummutant strain, which is a sign that the inactivated regulator Cg2831
has an activating function on the S-layer production inC. glutamicum. Furthermore
it could be determined that these small S-layer patches were primarily located at the
bacterial cell poles, which could be a hint for the starting point of S-layer subunit
extrusion and assembly.
Further validation of the AFManalyses with quantitative expression analysis of the

S-layer proteins in themutant compared to thewild-type background could definitely
determine that the identified LuxR-type regulator Cg2831 plays an important role as
transcriptional activator of S-layer gene expression, resulting in an enhanced
transcription of the S-layer gene and the formation of an ordered S-layer lattice on
the surface of C. glutamicum cells. Finally, also the last open question respectively
the carbonhydrate dependency of the S-layer regulation could be elucidated, because
recent analysis of the transcriptional regulator Cg2831, also now known under the
nameRamA, revealedwhose activating function in dependency on the carbon source
of the growth medium and showed the direct linkage between this regulator and the
carbohydrate metabolism in C. glutamicum [48].
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These experiments nicely prove that AFM is able to resolve subcellular protein
surfaces down to the level of individual protein monomers on single living cells,
giving access to a direct test of genetic and protein variability.

2.4
Single Molecule Force Spectroscopy on Specific Protein–DNA Complexes:
Transcriptional Regulation in S. meliloti

The soil bacterium Sinorhizobium meliloti is capable of fixing molecular nitrogen in
a symbiotic interaction with plants of the genera Medicago, Melilotus and Trigonella.
It has the ability to produce two acidic exopolysaccharides (EPSs), succinoglycan
(EPS I) and galactoglucan (EPS II). EPS I is required for invasion ofMedicago sativa
root nodules by S. meliloti, but can be replaced by EPS II [49–51]. Biosynthesis of
EPS II is directed by the 30 kb exp gene cluster that comprises 22 genes organized in
four operons. One of the corresponding regulatory gene on this gene cluster is
expG [52, 53]. Extra copies of expG stimulate transcription of the expA, expD and expE
operons [52]. Furthermore expG is required for the stimulationof theseoperonsunder
phosphate-limitingconditions indicating that theproteinExpGactsasa transcriptional

Figure 2.4 Atomic force microscopy of living
C. glutamicum cells. AFMphase images recorded
in tappingmode showed cell surfaces from:(a, b)
S-layer carrying C. glutamicum strains acting
as positive control, (c) S-layer devoid
C. glutamicum strain as negative control and

(d) C. glutamicum regulator mutant (Intcg2831).
In contrast to the control strains, the cells of
regulator mutant C. glutamicum Intcg2831
displayed only marginal S-layer patches at the
bacterial cell poles. Graph adapted from
Hansmeier et al. [47].
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activator of exp gene expression [52, 54]. ExpG binds to the three different promoter
fragments expA1, expG/expD1 and expE1 in a sequence-specific manner.
AFM-based force spectroscopy allows the investigation of protein–DNA interaction

on a single molecule basis. Therefore the DNA fragment was attached to the tip via a
polymer spacer while the protein was immobilized on the surface by a short linker
molecule (Figure 2.5a). When the tip was approached to and retracted from the
surface, the flexibility of the polymer chain allowed the DNAmolecules to access the
binding pockets of immobilized proteins. By plotting the force acting on the AFM
tip against the vertical position (given by the extension of the piezo), unbinding
events can be identified by a characteristical stretching of the polymer spacer before
the point of bond rupture (where the tip snaps back to zero force). A typical force–
distance curve is shown in Figure 2.5 b. The rupture forces frommultiple approach/
retract cycles under a single retract velocity were combined in a histogram. The mean
value of thenearlyGaussian distributionwas taken as themost probable rupture force.
The total unbinding probability (events/cycles) usually amounted to 15%. When

free DNA fragments were added to the buffer solution in an excess of approximately
60:1 regarding the proteins, a distinct reduction in unbinding probability was
observed for all three DNA target sequences (shown in Figure 2.6, a–c for the
expA1/A4 fragment) [19]. Moreover when both tip and sample were washed with
buffer solution and reinstalled with the original, competitor-free buffer in place,
the system could be reactivated to almost its full former unbinding probability.
The distinct influence of the competitor fragments clearly indicates the specificity
of the binding process [19].
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Figure 2.5 Force spectroscopy measurements.
(a) The experimental setup consists of a Si3N4

AFM tip with DNA fragments attached via poly
(ethylene glycol) spacer molecules and a flat
mica surface on which the (His)6ExpG proteins
are immobilized. Cycling the tip and sample
between approach and retract with constant
velocities results in a series of force-distance
measurements. (b) A typical force–distance
curve (only retractive part displayed). An
unbinding event can be identified by a certain

distance from the point of contact due to the
length of the polymer linker and the stretching of
this linker directly prior to the point of bond
rupture. Rupture forces of a given series are
combined to form a histogram (small insert)
with an almost Gaussian distribution. The mean
value of the Gaussian equals the most probable
unbinding force, with statistical errors given by
standard deviation (2s/N�½ for 95.4%
confidence level). Graph adapted from Bartels
et al. [19].
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Figure 2.6 Single molecule competition
experiments. Force spectroscopymeasurements
were performed under alternating buffer
conditions with a single tip and sample system
for each series. (a–c) In this series, the expA1/A4
DNA fragment was attached to the tip.
Unbinding events were first measured in the
original binding buffer solution (a). When free
expA1/A4 fragments were inserted into the
buffer at an excess of 60:1, the total
unbinding probability was reduced (b).

By exchanging the buffer back to the original
conditions, the system was reactivated after
20min (c). (d–f) A series with the expG1/G4
fragment bound to the tip reveals a reduction
in unbinding probability from the original
binding buffer (d) to the application of free
(His)6ExpG protein as a competitor in a
ratio of 1:1 (e). By a buffer exchange back to the
original buffer solution, the system was
reactivated after 85min (f ). Graph adapted from
Bartels et al. [19].
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In an experimentwith the expG1/G4DNA, free (His)6ExpGproteinswere added to
the buffer as an alternative competitor. Even at a ratio as small as approximately 1:1
regarding the DNA density on the tip (which was calculated based onmeasurements
for PEG-bound ligands on aminosilane monolayers by [55]), a distinct reduction in
unbinding probability was observed. Again, the system could be reactivated to almost
its former unbinding probability when buffers are changed back to the original
conditions (Figure 2.6, d–f) [19]. The experiments demonstrate that ExpG binds to
promoter regions in the exp gene cluster in a sequence-specific manner.
Thermodynamical and structural information concerning thebinding canbeobtained

bymeasuring themost probable unbinding forces for the threeDNA–protein complexes
in dependence on the loading rate by varying the retract velocity. For each DNA target
sequence, typically 150–300 unbinding events (from1000–2000 approach/retract cycles)
were recorded at seven to nine different retract velocities ranging from 10nm/s to
8000nm/s,while the approachvelocitywaskept constant at 1000nm/s.These resulted in
loading rates in the range from 70pN/s to 79000pN/s.
The results for the three DNA target sequences are shown in Figure 2.7.

When the unbinding forces are plotted against the corresponding loading rates on
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Figure 2.7 Dynamic force spectroscopy. Loading
rate dependent measurements of the unbinding
forces are displayed for complexes formed by the
(His)6ExpG protein and each of its three DNA
target sequences (a–c). Two regions can be
distinguished in every dataset. In the higher
loading rate region, when each dataset is
subjected to a linear fit, the slopes differ
widely fromeach other (see (d) for comparison of

the fits), and the individual DNA fragment in use
can be identified by this behavior. In the lower
loading rate region, however, the different
protein–DNA complexes share a single slope
under a linear fit within the error margin. This
corresponds to a joint natural thermal off-rate of
koff¼ (1.2� 1.0)� 10�3 s�1, derived by
extrapolating the line fit tothestateofzeroexternal
force. Graph adapted from Bartels et al. [19].
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a logarithmic scale, two regions with different slopes emerge for all DNA fragments.
In both regions the experimental data can be fitted to a function according to [56]:

F ¼ kBT
xb

ln
xbr

kBTkoff

where F is the most probable unbinding force, kBT¼ 4.114 pN nm (at 298K) the
thermal energy, xb is amolecular length parameter along the reaction coordinate (see
below), r is the loading rate and koff is the thermal off-rate under zero load. In the
lower region (r < 11 000 pN/s), the slopes corresponding to the three fragments do
not differ within the error margin when this fit is applied to each dataset (see
Figure 2.7). According to the theoretical model behind the formula used [56, 57],
this slope can be attributed to the last potential barrier in the energy landscape of the
system. In this case, the natural thermal off-rate koff can be derived by extrapolating
the linear fit to the state of zero external force. We obtain a medium off-rate
koff¼ (1.2� 1.0)� 10�3 s�1 for all three DNA target sequences, which corresponds
to a mean life time t¼ (13.9� 11.6) min for the bound protein–DNA complex. The
molecular parameter xb defines the distance between theminimumof the potential
well of the bound state and the maximum of the energy barrier separating the
bound state from the free state along the reaction coordinate. This is often
interpreted as the depth of the binding pocket (e.g. [57]). For the lower region,
xb¼ (7.5� 1.0) A

�
for all protein–DNA complexes can be deduced.

In the upper region (r > 11 000 pN/s), different values for the slopes corresponding
to the individual DNA fragments can be found. In accordance with [57] this can be
attributed to a second energy barrier in the system, with different properties for the
three DNA target sequences. We measure a molecular parameter xb¼ (2.0� 0.6) A

�

for the protein–DNA complex with expG1/G4, xb¼ (0.97� 0.06) A
�
with expE1/E5

and xb¼ (0.39� 0.14) A
�
with expA1/A4. These differences could be attributed to the

non-identical nucleotides of the three target sequences in the binding region [19].
These experiments prove that AFM based single molecule force spectroscopy

is a powerful investigative tool to study sequence-specific protein–DNA interactions
on the molecular scale.

2.5
Effector-Induced Protein–DNA Binding on the Single Molecule Level: Quorum
Sensing in S. meliloti

Quorum sensing (QS) is a form of population density-dependent gene regulation
controlled by low molecular weight compounds called autoinducers, which are
produced by bacteria. QS is known to regulate many different physiological process-
es, including the production of secondary metabolites, conjugal plasmid transfer,
swimming, swarming, biofilmmaturation and virulence in human, plant and animal
pathogens [58]. Many QS systems involve N-acyl homoserine lactones (AHLs) as
signal molecules (for a review, see Ref. [59]). These AHLs vary in length, degree of
substitution and saturation of the acyl chain. Bacterial cell walls are permeable
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to AHLs, either by unassisted diffusion across the cell membrane (for shorter acyl
chain length) or active transport (possibly for longer acyl chain length) [60]. With the
increase in the number of cells AHLs accumulate both intracellularly and extracel-
lularly. Once a threshold concentration is reached, they act as co-inducers, usually by
activating LuxR-type transcriptional regulators.
In S. meliloti Rm1021, a QS system consisting of the AHL synthase SinI and the

LuxR-type AHL receptors SinR and ExpR was identified [61]. SinI is responsible for
production of several long-chain AHLs (C12–HL to C18–HL) [62]. The presence of a
second QS system, the Mel system, controlling the synthesis of short-chain AHLs
(C6–HL to C8–HL) was suggested [62]. In addition to SinR, five other putative AHL
receptors, including ExpR, were identified [63]. As originally described for themodel
QS LuxI/LuxR system of Vibrio fischeri [64] and demonstrated for the TraR–AHL
complex of Agrobacterium tumefaciens whose crystal structure was resolved [65] it is
assumed that the LuxR-type regulators of S. meliloti are activated by binding of
specific AHLs. Once activated, the expression of target genes is regulated by
binding upstream of the promoter regions of these genes [66]. The first target genes
identified for the S. meliloti Sin system were the exp genes mediating biosynthesis of
the exopolysaccharide galactoglucan. The expression of the exp genes not only relies
on a sufficient concentration of Sin system-specific AHLs but also requires the
presence of the LuxR-type AHL receptor ExpR [63, 67]. ExpR is highly homologous to
the V. fischeri LuxR. Activated LuxR-type regulators usually bind to a consensus
sequence known as the lux box, typically located upstream of the promoters of its
target genes [66]. A lux box-like sequence (TATAGTACATGT) 70 bp upstream of sinI
which constitutes a putative binding site for the LuxR-type regulators ExpR was
identified [68].
To investigate the ExpR–DNA interaction on a single molecule basis, the binding

partners were covalently bound to the sample surface and to theAFM tip as described
before. The total dissociation probability (events/cycles) remained below 0.5% for the
bare protein–DNA system in buffer solution, the histogram consisting of scattered
events (Figure 2.8a) [68]. The background signal, that is a series of measurements
with a functionalized surface and an AFM tip without any DNA but prepared as
normal in all other respects reveal no dissociation events. The profile changed
drastically when AHLwas added to give a final concentration of 10mM (oxo-C14–HL
in the case of Figure 2.8b). The total dissociation probability increased to 8–10%, and
the dissociation forces form a distribution of almost Gaussian shape. Data from this
experiment indicate that ExpRbinds toDNAeven in the absence of any effector due to
unspecific attraction (e.g. electrostatic forces) but the probability of binding is highly
increased in the presence of a proper effector [68].
AFM force spectroscopy proved to be a sensitive tool to determine the influence of

different effector molecules. Six of the seven effectors tested stimulated protein–
DNAbinding, namelyC8–HL,C10–HL,C12–HL, oxo-C14–HL,C16:1–HLandC18–HL.
Only C7–HL caused no noticeable increase in activity when added to the buffer
solution (Figure 2.9a) [68].
The different effectors showed a distinct influence on the kinetics and structure of

the ExpR–DNA binding. Most off-rates were close to koff¼ 2 s�1 which corresponds
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to a mean lifetime of approximately 0.5 s for the bound protein–DNA complex.
The notable exceptions are C8–HL which caused an off-rate of koff¼ 0.5 s�1 (t¼ 2.3
� 0.8 s) and C12–HL with koff¼ 5.4 s�1 (t¼ 0.19� 0.04 s). The measured reaction
length xb indicates three different states as well: the long-chain AHLs (oxo-C14–HL,
C16:1–HL, C18–HL) center around xb �4.0A

�
, while the short-chain AHLs (C8–HL,

C10–HL) tend to higher values at xb� 5.5A
�
and C12–HL has a strikingly low reaction

length of xb� 3A
�
[68].

Why is C7–HL not able to stimulate protein–DNA interaction (Figure 2.9a)? One
likely explanation would be that it does not bind to the ExpR protein. But this is
not the case. Even after C7–HL was removed from both the sample surface and the
AFM tip by multiple washing steps with AHL-free buffer solution over the course
of 1 h, addition of C12–HL yielded very few dissociation events (Figure 2.9b) [68].
It seems that most proteins retained a C7–HL effector which inhibited activation
by C12–HL. This suggests that, although C7–HL binds to the ExpR protein, it is not
able to change its conformation into an active state. This is a further indication
that the chemical structure of a particular effector has a strong influence on the
sterics of the ExpR protein and thereby on the kinetics of possible protein–DNA
interactions [68].
The aforementioned experiment suggests a long lifetime of the C7–HL effector

protein complex, resulting in an effective inhibition of activation of ExpR by C12–HL.
We performed an additional experiment in which C12–HL was the first AHL
added, which showed its usual degree of activity with a fresh protein sample
(Figure 2.9c) [68]. As in the previous experiment, sample surface and AFM tip were
washed multiple times over the course of 1 h before the addition of the second AHL,
C7–HL. Although the binding probability was marginally reduced after the washing
step (Figure 2.9d), the system still showed a considerable degree of activity in the
presence of C7–HL. In contrast to the lifetime of the protein–DNAcomplex (which is
t¼ 185� 35ms in the case of C12–HL), the lifetime of the protein–effector bond
seems to be much longer. ExpR–DNA kinetics can therefore be regarded as
independent from AHL–ExpR kinetics, indicating that only the structural change
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Figure 2.8 Force spectroscopy measurements. Distribution of
dissociation forces for the DNA-(His)6ExpR complex (a) without
effector (at v¼ 2000 nm/s) and (b) after adding 10mM of oxo-
C14–HL. Graph adapted from Bartels et al. [68].
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of the protein induced by a particular AHL effector governed the properties of
ExpR–DNA interaction in the DFS experiments [68].
Dynamic force spectroscopy based on AFM provided detailed information about

the molecular mechanism of protein–DNA binding upon activation by effector
molecules. These single molecule experiments revealed that the mean lifetime of
the bound protein–DNAcomplex varies depending on the specific effectormolecule.
Small differences between individual effectors can induce a pronounced influence
on the structure of protein–DNA interaction.

2.6
Conclusion

In this chapterwepresent four different examples for the use ofAFM inmicrobiology
research, where lateral resolution in the nanometer range, piconewton force
sensitivity and measurements under liquid environments are essential. This
demonstrates that AFM is a powerful tool for protein engineering and for the direct
investigation of genetic and protein variability of bacterial surface proteins on the
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Figure 2.9 Stability of the protein–effector bond.
(a) In the presence of C7–HL, no binding is
observed. (b) After the sample was washed
multiple times with buffer solution over the
course of 1 h and C12–HL was added, the
protein–DNA complex is still inactive. The
reverse process was investigated with a new tip
and sample surface. (c) In the presence of

C12–HL, the protein–DNA complex shows its
usual degree of activity. (d) C7–HL was added
after the sample was washedmultiple times over
the course of 1 h. Activity is only slightly reduced.
Obviously C7–HL is not able to displaceC12. Both
experiments indicate a high stability of the
protein–effector bond. Graph adapted from
Bartels et al. [68].
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level of single cells. Furthermore, it allows the investigation of sequence
specific protein–DNA interaction on the level of single molecules elucidating kinetic
constants and energy landscape parameters.
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3
Cellular Cryo-Electron Tomography (CET): Towards a Voyage
to the Inner Space of Cells
Juergen M. Plitzko

3.1
Introduction

�One picture is worth 10000 words�; this slogan from former times depicts clearly the
fact that human beings are, by and large, visually centered. It definitely holds true for
scientistsaswell,nomatterwhichbranchtheybelongto.Alongholddream,forexample,
ofbiologists is the ability to �zoom� inonveryfinedetails of livingmatter, literally inone
go, from the complete organism to one single cell and beyond, mainly with the help of
one single microscope. However, today, we have to utilize different microscopes
operatingatdifferentresolution levels tomakethisdreamhalfwaycometrue.Therefore
researchers use different probing signals, for example, photons, electrons and X-ray
quanta to cover the different length scales and to visualize the gamut of organic and
cellular functions. The cornucopia of available imagingmethods and techniques in the
twentyfirst century is enormous, and we have already travelled a long way to reach our
ultimategoal– the voyage to the innerspaceof cells–butweare clearlynot there, at least
notyet.At the levelofa singlecellwemight think thatwealreadyknowagreatdeal,but at
the supramolecular level thecell is still anuncharted territory, andonly a few�hot spots�
have been studied in greater detail. Electronmicroscopy for example is an established
tool in structural research, despite its relatively young lifetime (roughly 70 years have
passed since it first came into the world [1, 2] compared to the hundreds of years old
�methuselah� light microscopy (Figure 3.1).
Biologists have used the electron microscope practically from its beginning and

nowadays the textbook �picture� of a cell at the organelle level is a direct result out of it.
They have been ingenious in designing and implementing suitable preparation
techniques for the soft and very frail living matter to be studied in the inhospitable
environment of an electron microscope: ultra-high vacuum and a constant electron
�bombardment.�While the first condition literally sucks out every trace of liquid and
almost 70% of a cell is built up of water, electrons cruising at a fraction of the speed of
light are as harmful as any electromagnetic radiation is at one point, thus making
radiation damage a big challenge (for a retrospective, see Ref. [3]). Moreover living
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matter is primarily built up of carbonaceous compounds with very lightweight
elements (e.g. carbon, oxygen, hydrogen, nitrogen, etc.) and it is easily understand-
able that the �fast� electrons do not necessarily interact strongly with these atoms
(very small elastic cross-sections) and molecules constituting the biological struc-
tures. This directly results in a very low or barely visible contrast in single electron
micrographs. Of course, solutions have been found over the years to offer a partial
remedy to these problems; negative staining and metal shadowing to enhance the
contrast were introduced in the late 1950s and early 1960s. However the problem of
dehydration (severely altering the structure under investigation) and radiation
damage were addressed in the 1970s with low-dose imaging techniques and
vitrification, the embedding of cells or macromolecules in vitrified (amorphous) ice
in the 1980s [4–6]. During the 1980s the term �cryo� entered the field of electron
microscopy, since ice-embedded samples have to be kept �cold� (namely at the
temperature of liquid nitrogen –196 �C) at all times, even during investigation within
the electron microscope. Building on this basis, over the past 20 years cryo-electron
microscopy (cryo-EM) has become onemajor tool in structural research of unstained
(and thus unaltered) biological substances in a hydrated frozen state. Cryo-EM
comprises threemajor branches: cryo-electron crystallography, cryo-electronmicros-
copy of purified single particles (where �particles� stand for proteins and macromo-
lecular complexes) and cryo-electron tomography (the three-dimensional investiga-
tion of any nonperiodic – �pleiomorphic� – object) [7, 8].
Cryo-electron tomography (CET) for the study of cellular structures at macromo-

lecular resolution is based on the principle of any �tomographic� investigation
technique: the acquisition of images from different viewing angles of a three-
dimensional (3D) object and the subsequent reconstruction of that particular

Figure 3.1 Dedicated cryo-transmission electron
microscopes. (a) Tecnai F30 Helium (�Polara�)
microscope from FEI Company, Eindhoven, The
Netherlands as installed at the MPI of
Biochemistry in Martinsried (near Munich),
Germany. This cryo-EM comprises a manual
operatedmultispecimen stage (six samples) and
it can be used at liquid nitrogen or helium
temperature. (a) and (c) latest generation of

computer controlled TEMdedicated for cryo-EM,
combining the latest technology in automation
and robotics (especially for samplemounting). A
microscope in a box, the worldwide first Titan
Krios (FEI Company, Eindhoven, The
Netherlands) as installed at the MPIB in
Martinsried, Germany. Both microscopes
operate at 300 kV acceleration voltage.
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structure at hand (Figure 3.2). This is known to everyone nowadays from computer-
assisted tomography (CT) or magnetic resonance imaging (MRI) commonly used in
almost every large hospital around the world for diagnosing internal medical
problems, ranging from simple bone or ligament fractures to highly advanced
investigations of cancerous tumors, for example in combined brain mapping and
brain surgery procedures [9, 10].
The idea of using a tomographic acquisition technique in electron microscopy is

�quite� old. Already in 1968 and in the early 1970s two groups independently worked
on this method, namely Roger Hart at the Lawrence Livermore National Laboratory
(California, USA) and Walter Hoppe at the Max-Planck Institute of Biochemistry
(Martinsried, Germany) [11, 12]. They reported for the first time on experiments with
the transmission electron microscope (TEM), rotating the specimen holder, the
recording of micrographs from different views and the subsequent combination of
all acquired images to obtain a three-dimensional structure. A third group, namely
Aaron Klug and David DeRosier at the MRC Laboratory of Molecular Biology
(Cambridge,UK) circumvented the laborious data acquisition procedure, but showed
for the first time a 3D reconstruction of the tail of a T4 bacteriophage, literally based
on a single electron micrograph [13]. In any case, all three research groups did start
the field of 3D electron microscopy nowadays called 3DEM. However it took quite
some time, mainly due to instrumental and technical restraints, before the first
cryo-electron tomogram of a eucaryotic cell was shown [14] (Figure 3.3). Since then
cryo-ET or CET has become increasingly important and its impact can be seen in
the rising amount of publications addressing CET or simply utilizing its capabili-
ties for cellular studies with almost macromolecular resolution ([67]; [75]; [15–19];
Figure 3.4).
With this chapter we are trying to explain in detail this method to shed light on

several key issues almost intrinsically linked to it and to teach the reader in themajor

Figure 3.2 The figure shows a single axis tilt
series data acquisition scheme. The object is
represented by a pleiomorphic object (in this
case a knot) to emphasize the fact that electron
tomography can retrieve 3D information from
nonrepetitive structures. (a) A set of 2D
projection images is recorded while the
specimen is tilted incrementally around an axis
perpendicular to the electron beam, and
projection images of the same area are recorded

on a CCD camera at each tilt angle. Tilt range is
typically �70� with tilt increments of 1.5–3.0�.
(b) The backprojection method explains the
principle of 3D reconstruction in a fairly intuitive
manner. For each weighted projection, a
backprojection body is calculated, and the sumof
all projection bodies represents the density
distribution of the original object – the
tomogram.
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concepts of tomographic imagingwith the electronmicroscope for structural biology.
Moreover, we want to provide an outlook into future developments especially
regarding hybrid approaches, where several methods are combined to work in
unison for the one goal, which we have already stated – a voyage to the inner space
of a cell [20, 21].

3.2
Tomography with the Electron Microscope – a Practical Perspective

3.2.1
Sample Preparation

Ahead of every good menu lies the recipe and most important the suitable ingre-
dients. However, the outcome is highly dependent on the �cook� and furthermore on

Figure 3.3 First electron tomographic
investigation of a eukaryotic cell; the slimemould
Dictyostelium discoideum embedded in vitrified
ice. (a) Cryo-electron micrograph at 0� tilt
(conventional 2D projection) of an
approximately 200 nm peripheral region of the
cell. (b) x–y slice of a tomographic reconstruction
from a complete tilt-series (120 images).
(c) Visualization by segmentation. Large

macromolecular complexes, for example
ribosomes, are shown in green, the actin
filament network in orange-red and the cells�
membrane in blue. Cryo-tomograms of D.
discoideum cells grown directly on carbon
support films have provided unprecedented
insights into the organization of actin filaments
in an unperturbed cellular environment [14].
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the quality of all the trimmings. In cryo-electron tomography it is quite similar; ahead
of any successful CETstudy is the sample and the quality of the sample preparation.
Therefore here we will focus on cryo-sample preparation suitable for cellular
tomography.
The most common procedure to get a vitrified or frozen hydrated specimen is

called �plunge freezing� (sometimes also addressed as �shock or rapid free-
zing�) [4, 5]. The major requirement is to circumvent any crystalline ice formation,
which would have adverse effects in the imaging process and which could potentially
result in catastrophic damage to the cells to be frozen. The latter contrary effect is
mainly due to the all too well known anomaly of water: its volume increase during
crystallization, which understandably disrupts the internal cellular integrity. The
whole process of freezing therefore has to be done as quickly as possible to give the
present water literally no time to start to crystallize. Typically this is done with a

Figure 3.4 Cellular cryo-electron tomography of
the magnetotactic microorganism
Magnetospirillum griphiswaldense. The entire
bacterium is oriented like a compass needle
inside themagnetic field in its search for optimal
living conditions. The miniature cellular
compass is made by a chain of single nano-
magnets, called magnetosomes. (a) The 2D
image represents one projection (at 0�) from an
angular tilt-series. (b) x–y slices along the z axis
through a typical 3D reconstruction (tomogram).
(c) Surface-rendered representation of the inside

of the cell showing the membrane (blue),
vesicles (yellow), magnetite crystals (red) and a
filamentous structure (green). Until now, it was
not clear how the cells organise magnetosomes
into a stable chain, against their physical
tendency to collapse by magnetic attraction.
However biochemical analysis revealed a protein
responsible for the chain formation and the 3D
investigation a cytoskeletal structure which
aligns the magnetosomes like pearls on a
string [17].
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�plunger,� a guillotine-like apparatuswhichmakes use of the earth gravitational force
(Figure 3.5). While holding a standard EM grid with an inverted tweezer, this
assembly is released into a liquid ethane bath, which is cooled down with liquid
nitrogen to approximately �180 �C (to prevent solidification of the liquid ethane).
Liquid ethane is commonly used because it has somehow higher cooling rates than
pure liquid nitrogen and thus it boosts the success rate for vitrification. Before the
final plungingprocess takes place the sample solution, typically cells in suspension or
within their buffer solution, are placed with amicroliter pipette on the carbon coated
side of an EM grid. An amount of 1–4mL is normally sufficient; however this droplet
is visible with the �naked eye� and thus far too big to be directly imaged in a frozen
state by transmission electronmicroscopy. Therefore, a fraction of this solutionhas to
be removed as gently as possible. This is typically done with a filter paper, in the case
of cells, brought to the backside of the EM grid. This way the excess solution will be

Figure 3.5 Plunge freezing instrumentation. (a)
Typical arrangement of cells cultured on TEM
grid just prior to plunging. The schematic
indicates the dimensions. (b) Computer-aided
design (CAD) image of a home-built plunge
freezing apparatus (MPI of Biochemistry,
Martinsried (near Munich), Germany; courtesy
of R. Gatz). The small reservoir (yellow) in the

middle of the dewar (green) contains the liquid
ethane, which is chilled by a surrounding bath of
liquid nitrogen. The forceps which hold the grid
are attached to a weighted arm. When the arm is
released by means of a foot-trigger, the grid is
gravity-plunged into the ethane. The cross-
sectional sketch (b, left) illustrates the
�guillotine-like� arrangement.
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soaked away by the filter paper, leaving behind a very thin aqueous film. The whole
process is called �blotting� and it is done from the backside for cellular cryo-
preparations (�backside blotting�) to minimize the risk of damaging the cells (e.g.
the pressure applied with the blotting paper). Directly after the blotting the tweezer-
EMgrid assembly is released and rapidly falls down, driven by gravitational force, into
a tiny liquid ethane dewar for the final step: vitrification of the sample (Figure 3.6).
This frozen hydrated specimen is then transferred into a cryo-storage box for later
investigation in the electron microscope. There are two necessary pre-preparation
steps for successful sample preparation. Typically the carbon coating of the EMgrid is
hydrophobic, making it quite difficult to place an aqueous droplet of cellular solution
on top of it. Therefore, the EM grids are first �glow discharged� to make them
hydrophilic. Second, to assist the alignment of low-contrast electronmicrographs (we
will cover that topic in the next paragraph) a solution of gold nanoparticles (typically
spherical particles with a diameter of 10 nm) is applied on top of the carbon foil. One
might also add that gold solution to the sample itself, but either way, it has to be done
to facilitate the very crucial alignment procedure of the angular series of images
required for tomography. �Glow discharging� is achieved by exposing the EMgrids to
a �plasma� for a couple of seconds. In this way the �passivation layer� of the carbon

Figure 3.6 Steps to be taken in the plunge
freezing process. (a) Apply the solution
containing protein complexes or cells (TEM grid
illustrated in cross-section). To remove the
excess solution and thus adjust the ice layer
thickness, (b) blotting is done with a filter paper,
carefully brought to the front- or backside of the

TEM grid. After blotting the remaining solution
on the grid is rapidly plunged (c) into liquid
ethane and afterwards kept at all times at liquid
nitrogen temperature to prevent contamination,
crystallization or smelting of the amorphous
(vitrified) ice layer.
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coating, typically a layer of hydroxyl groups, is removed and the carbon is turned to a
more hydropilic state.
The whole procedure of plunging sounds simple and rather straightforward;

however there are several environmental and other factors which can influence the
outcome severely, for example the salt concentration of the applied sample solution.
As stated already crystals do have adverse effects on the imaging process in the TEM
and salty solutions tend to form salt crystals during plunging. So the salt content
should be kept as low as possible, quite difficult if one aims for example to study
halophilic bacteria cells. Of course a crucial factor is not only the salt concentration
but also the concentration of cells within the solution. If there are too many cells
present, they literally �stick� together within the vitrified ice layer and thus hamper
the tomographic acquisition process. Closely neighboring cells overlay each others if
viewed from different angles and thus obscure or even completely block finer details
within the cell of interest. So, cells should be distributed evenly and at best separated.
Another essential requirement lies in the size of the cells. If they exceed a diameter of
more than 500nm, they will be almost too thick to let for example 300 keV electrons
pass through for the image acquisition, especially at higher tilt angles (see below).
They can be of course several microns long, but in the direction of the incoming/
probing electron beam they should be below this critical threshold value of 500 nm.
This is also slightly dependent on the �crowding� of the interior of the cell type to be
studied. This �macromolecular crowding� is a real problem in both eucaryotic and
procaryotic cells [22]. Even procaryotes, cells without a nucleus, are not just a �bag of
(freely diffusing) enzymes,� they are densely packed with molecules of different
sizes, literally touching each other [23]. A prime example of macromolecular
crowding is the nucleus itself; typically several microns thick, thus definitely too
thick to be penetrated by electrons and definitely very dense to be studied as a whole
entity by electron tomography. Additionally onehas to keep inmind that the �freezing
depth� of the standard plunge freezing procedure is limited to roughly 10mm; and
beyond that thickness we again face the difficulty of ice crystal formation or even
incomplete freezing of the specimen.
For �thick� cells (like mammalian cells) we cannot just prescribe a diet to get them

thinner, we have to find other means of a suitable preparation or to choose suitable
geneticallymodified�miniature�versionsoftheirpristinecounterparts.Largercellsor
even tissue for example canbeaddressedwithhigh-pressure freezingandsubsequent
cryo-sectioning [24, 25]. Cryo-sectioning works in principle like standard sectioning
with amicrotome; thematerial of interested is embedded in a supportmatrix andwith
the help of a diamond or glass knife thin slices, respectively sections are generated
(Figure3.7).Atroomtemperature, samplesare typicallyembeddedinepoxyresinsand
sections down to 50 nm in thickness can be fabricated and directly placed on an EM
grid. For cryo-sections the support matrix has to be vitrified ice, which has to be kept
�cold� (at liquid nitrogen temperature) at all times to prevent ice crystal formation or
even smelting of the sample. A normal plunge frozen sample cannot be used for
sectioning,first it is toosmallandthewhole�sandwich�(samplematerial inice,carbon
andcopper)doesexhibitdifferentmaterials to thecuttingknife,withdifferentmaterial
and more important with different cutting properties. Therefore one is using high-
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pressure frozen samples, where only the sample embedded in the vitrified ice will be
sectioned. For high-pressure freezing (HPF) the cell solution is forced into a copper
capillary (15mmcopper tube, innerdiameter of approximately 0.3mm). Inanext step
an apparatus is utilized applying a high pressure typically in the range of 2000 bar in a
few milliseconds and as soon as the pressure is established cooling of the specimen
takes place, for example with a jet of pressurized liquid nitrogen. The increase in
pressure lowersthefreezingrateandthe lowestvaluesareobservedataround2000 bar,
where the depth of vitrification increases up to 10 times as compared to freezing at
ambient pressures [26]. The high-pressure freezing device is commercially available
and rather easy to use. The successful use of the cryo-ultramicrotome, however, is
highly dependent on the �cook,� typically a highly trained specialist. Since everything
hastobedoneat liquidnitrogentemperature(eitherinthegaseousorliquidphase)one
just cannot pick the fabricated sections with a tweezer or let them float on a water
surface, as normally donewith epoxy resin embedded samples. For cryo-sections one
uses an eyelash within the cryo-chamber to place them on top of a standard EM grid.
Moreover vitrified ice is an insulator and the whole low temperature atmosphere is
additionally prone to electrostatic charging, thus it is even more difficult for repro-
ducible handling the sections under these conditions.
Before cutting sections, the copper jacket has to be removed. This is done with a

diamond trimming device to form a square/block face of about 150–200mm.
Afterwards the sections can be cut in a serial fashion and, due electrostatic charging,
the single sections tend to stick together to form a ribbon of consecutive cuts which
then can placed with the already mentioned eye lash on top of a standard EM grid.
Almost a whole scientific field has evolved around cryo-sectioning in recent years to
analyze and overcome the difficulties and to lessen the amount of potential cutting
artefacts (deformation, crevasses, chatter, knife marks, etc.). Therefore we will not
continue to elaborate on cryo-sectioning but instead refer to numerous publications
about cryo-sectioning and related cutting artefacts where everything is addressed
exhaustively. It is just noteworthy that it is much easier to obtain almost artefact free
thin sections (below 50nm), which are of course not really ideal to study by

Figure 3.7 Cryo-sectioning. (a) Cross-sectional
schematic of the cryo-sectioning process with a
cryo-ultra-microtome. (b) View into the cryo-
ultramicrotome during sectioning. The inset
shows a magnified view of the trimmed copper

tube and the �ribbon� formed after several
cutting cycles which becomes very visible in (c)
image of a cryo-section placed on a TEM grid
(images courtesy of A. Leis and M. Gruska, MPI
of Biochemistry, Martinsried, Germany).
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tomography. The thicker the sections get (above 150 nm), the more artefacts will be
present. However, both, thin or thick sections do not lie flat on the grid surface
(another difficulty)whichwill hamper the acquisition of a tomographic tilt series. The
two-dimensional microscopy of sections is named cryo-electron microscopy of
vitrified sections (CEMOVIS) and the three-dimensional counterpart is called
tomography of vitrified sections (TOVIS; Figure 3.8).
It has been shown that with cryo-sectioning real �big stuff� can be investigated and

that for example the nucleus is not anymore an impossible object to be studied with
almost molecular resolution tomography [75]. In any case, while plunge freezing is
fairly simple and widespread the amount of laboratories producing cryo-sections is
steadily increasing and it is not really astonishing sincemany secrets lie ahead of us to
be discovered within mammalian cells and tissue samples.

3.2.2
Instrumental and Technical Requirements

Having now concluded with the most critical part in any transmission electron
microscopy study, sample preparation, we will now focus on the instrumental and

Figure 3.8 Example for TOVIS: fluorescence
images of vitrified HL-1 cardiomyocytes after
staining withMitotracker Green FM and vitreous
sectioning with a nominal microtome thickness
setting of 150 nm. (a) superimposed
fluorescence and phase contrast micrographs of
ribbons of vitreous sections on a 200 mesh
copper finder grid (scale bar: 150mm). (b)
fluorescencemicrographof a ribbonof sectioned

HL-1 cardiomyocytes. Serially sectioned
mitochondria visible along the length of the
ribbon (scale bar: 50mm). (c) digital x–y slice
from the reconstructed tomogram. Three
mitochondria as well as endoplasmic reticulum
are especially prominent. Inset shows a surface
rendering of the �H� connection (scale bar
60 nm; [67]).
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technical requirements to perform electron tomography on cellular samples. In this
rather short chapter we are not able to give the reader a complete manual in
microscope operation, nor a step by step guide how to produce a tomographic tilt
series. Nevertheless we aim to give a comprehensive summary of the basic concepts
of 3D microscopy.
In the beginning of course is the instrument, a transmission electron microscope

(TEM), which is built up of an electron source and three major lens systems: the
condenser, the objective and the projective lens system, quite analogous to a
conventional light microscope if oriented upside down (Figure 3.9). The most
important lens is the objective, which almost exclusively determines the quality of
the recorded image. Its characteristics, mainly the geometric (spherical) and chro-
matic aberrations, influence the transfer of electrons and together with the illumi-
nation source (thermionic or field emission) and the chosen focus determines the
achievable resolution. This is elegantly summarized in the contrast transfer function
(CTF), which can be calculated and measured precisely and which enables us to
determine suitable experimental settings before we even start an image acquisition.

Figure 3.9 Major electronoptical components of
a transmission electron microscope.
Representative image of a TEM (Tecnai F30
�Polara�) comprising a field emission gun (FEG)
a double condenser lens system (C1, C2),
objective lens system (O) and a projective
system (P). Noteworthy are the three different

deflector coils, especially the beam and image
coils, which are crucial for the automation in
electron tomography (beam tilt used for �auto�-
focusing) and beam shift/image shift are used in
conjunction for beam and image centering
(�auto�-tracking).
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The sample to be investigated is located within the objective lens system. This is a
really �tiny� space (a couple of millimeters) and this opening directly affects the
magnitude of the spherical aberration coefficent (Cs). In simple terms one could say
the bigger this gap, the higher is the Cs and the higher the resulting contrast, but the
lower the resulting resolution. However, the sample holder with the specimen is
located inside the objective lens system and therefore the gap dimensions cannot be
too small, especially if one would like to tilt the holder, for example for an angular
acquisition.
Today�s microscopes are operated typically in an acceleration range between

120 kV and 300 kV. The voltage used to accelerate the electrons gives them their
speed (e.g. approximately two-thirds of the speed of light at 300 keV) and this is
directly related to their penetration depth, which is typically expressed with themean
free path (the average distance covered by a particle between subsequent impacts).
One has to keep in mind that electrons interacting with the sample atoms can be
scattered elastically (no loss in energy but change in direction) and inelastically (loss
of energy due to interactionwith core shell electrons).While the first type of electrons
carry the main portion of structural information, inelastically scattered electrons
form a strong background and furthermore contribute to a blur of the image. The
inelastic mean free path of vitrified ice at 300 kV at liquid nitrogen temperature is
around 300 nm. Thus for specimen with a thickness above 300 nm multiple
scattering is inevitable and especially for biological specimen (mainly built up of
light atoms) inelastic scattering is much stronger than elastic scattering. Now it is
quite understandable why we cannot investigate micron-thick samples with a
standard TEM operated at 300 kVand why we are restricted to this 500 nm threshold
value. To lessen the extent of �image blurring� (or in other words to �sharpen� the
image) due to inelastic scattered electrons, nowadays microscopes for cellular tomog-
raphy are equipped with so-called energy filters, an additional instrument attached to
the microscope (either in-column or post-column) which separates electrons with
different energies,making use of the fact that electrons with different kinetic energies
will travel on different circles if exposed to a homogeneous magnetic field (Lorentz
force). With the help of a simple slit aperture at the end of a magnetic prism, only the
electrons with none or only a minor energy loss are selected to contribute to the final
image. This procedure is called zero-loss filtering and nowadays used in almost every
cellular cryo-electron tomography study [27, 28] (Figure 3.10).
Unlike CT or MRI methods where the patient remains still and the detector and

probing device X-rays or a strong magnetic field) is slowly rotated around him,
electron tomography tilts the sample incrementally around the probing electron
beam, while for every angular increment an image is recorded. The tilting device is
normally located outside the EM column and it is called the goniometer tilt stage and
in some instances the �compustage,� because of its ability to be directly computer
controlled. This tilting is exclusively mechanical and it is limited by the holder–
sample geometry to �70� due to the limited spacing within the objective lens
polepieces, the slab geometry of the holder and moreover the planar geometry of
the object itself. The missing angular region can be nicely illustrated in reciprocial
space (respectively Fourier space), where a wedge shaped �blind� region is formed
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the so-called �missing wedge�. However, the requirement for a distortion-free 3D
reconstruction, all projections of the sample over the complete�90� tilt range [29], is
not fullfilled, thus leading to imperfections in the reconstructed object. To reduce the
missing information space in single-axis tomography, the acquisition of a second
single-axis tilt series, where the tilt axis is rotated in-plane by 90� can offer some
remedy.Dual-axis tiltingwill reduce the �missingwedge� to a �missing pyramid� and
thus increase the amount of information up to almost 20% [30, 31].
One can easily imagine thatmechanical imperfections of the tilting device result in

an imprecise tilting which then add up to displacements in themicron range. This is
not really ideal while trying to image nanometer-sized structures within the cellular
context. At the moment the best current stages can tilt and move the sample within
0.5mm accuracy and this gets normally worse when tilting above �45�. To partially
compensate for the still large displacement, automation is mandatory during the
acquisition of a tilt series composed out of typically 100 micrographs and therefore
the complete computer control of the microscope and the tilting device is absolutely
mandatory.
When electron tomography was invented the researches did not have the luxury of

a computer controlled microscope and therefore they had to do everythingmanually,

Figure 3.10 Influence of zero-loss filtering on the
investigation of ice-embedded thick specimens
(Thermoplasma acidophilum; images courtesy of
C. Kofler, MPI of Biochemistry, Martinsried,
Germany). Unfiltered (a) and zero-loss (b)
filtered images of a Thermoplasma acidophilum

cell. The specimen thickness is almost 500 nm,
which is greater than the mean free path of
300 keV electrons in ice at liquid nitrogen
temperature. The slit width was 20 eV. (c) shows
a section through a tomographic reconstruction
based on the filtered image set.
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a very time-consuming and laborious procedure. Moreover they had to record the
images on negative plates (film) and for the subsequent image processing they had to
scan the images before they even could start the reconstruction. Nowadays we have
digital cameras (charge couple device (CCD) cameras) for recording and for fast
online processing during the acquisition process. These cameras entered the field of
electron microscopy in the late 1980s [32] and the first computer-controlled micro-
scopeswere introduced around the same time. So it is not really surprising that it took
quite some time from the initial experiments to the first successful applications in
cellular cryo-electron tomography.
For this reason we have to explain a little about the background for the automation

involved in the acquisition of a tilt series, especially if one investigates ice-embedded
specimens at cryo-conditions. When biological specimens are irradiated by the
electron beam in the electron microscope, the specimen structure is damaged as
a result of ionization and subsequent chemical reactions. Ionization occurs if energy
is deposited in the specimen as a result of inelastical scattering events. This can
primarily induce the heating of the sample in the irradiated area, radiochemical
decomposition ofwater (radiolysis) aswell as secondary chemical reactions (breaking
of chemical bonds, formation of newmolecules or even radicals). Unlike inmaterials
science, where beamdamage is almost negligible, radiation damage in life sciences is
the fundamental limitation in any cryo-EM investigation.
The amount of damage is proportional to the applied dose and thereforewe have to

minimize the exposure time to the area of interest quite drastically. This is typically
done with so-called �low-dose� acquisition schemes, where only during the time of
recording electron micrographs is the electron beam allowed to illuminate the
specimen [33, 34]. In all other cases the beam remains blanked. Additionally the
microscope can be preset in different states, to reduce the amount of time one needs
for changing themagnification or adjusting other electron optical parameters during
the process of screening, focusing and the final image acquisition. During the
acquisition of a tilt series in electron tomography, where typically 100–200 images are
recorded, it is essential that the total applied dose stays below a critical value, which is
given by the specific sample at hand. Most biological materials can tolerate an
exposure of no more than 10–100 e�/A

� 2, at which point major changes will have
become evident in the structure of the specimen. According to the dose-fractionation
theorem [35], the integrated dose of a conventional two-dimensional image is
likewise sufficent for a three-dimensional reconstruction, if the resolution and the
statistical significance between the two are identical. It is therefore feasible to
distribute the total applied dose among as many statistically �noisy� 2D images as
possible. A total applied dose of 50 e�/A

� 2 distributed among 100 2D images over an
angular range would correspond to 0.5 e�/A

� 2 per image. Thus the resulting single
images will be of a very noisy quality, which directly demands highly sensitive CCD
cameras for image recording.
Automated tomography comprises three major steps for every tilt angle: tracking,

focusing and final image acquisition [33, 34, 36–39] (Figure 3.11). While tracking
compensates for lateralmovements (xy) of the area of interest during tilting, focusing
compensates the movement in the direction of the incoming beam (z). In any case,

52j 3 Cellular Cryo-Electron Tomography (CET): Towards a Voyage to the Inner Space of Cells



the offset between the object and the tilt axis can be minimized by accurately setting
the eucentric height. However, due to themechanical imperfections of the goniome-
ter, it is very difficult to tune the eucentric height to zero and therefore �auto�-tracking
and �auto�-focusing procedures are essential.
Under strict low-dose conditions, the tracking and focusing steps are normally

carried out adjacent to the area of interest, to reduce the dose that is delivered to the
specimen area. These areas are positioned along the tilt axis with respect to the actual
acquisition area to determine the correct shift and focus levels prior to the final image
recording. During the tracking step a micrograph with a very low exposure time at a
higher binning mode of the CCD camera is acquired, which is correlated to a
micrograph from the previous tilt. Utilizing cross-correlation or by a manual
inspection of prominent features (e.g. gold beads), the shift relative to the preceding
micrograph can be determined. Depending on the signal to noise ratio (SNR) of the
image, the cross-correlation algorithmmight fail and has to be supported by suitable
image processing routines, for example, band-pass filtering or the use of a Hanning
window. This is especially the case at higher tilt angles where the projected thickness
increases. Owing to the planar (slab) geometry of the sample–holder arrangement,
the transmission path of the electrons will increase. Simple geometrical calculations
show that the transmission path of the electrons for a specimen initially 100 nm thick
doubles at 60� (200 nm), is almost triple at 70� (290 nm) and the projected thickness
increasesmore thanfive times at 80� (590 nm). Thus at very high tilt angles the image
contrast is dramatically reduced, owing to the increase in multiple scattering. There
are two possible ways to account for this effect: a tilting schemewith a finer sampling
at higher tilt angles and an increase in exposure time for higher tilt angles to obtain a
similar SNR within the projections of a tilt series (�Saxton scheme�; [40]).

Figure 3.11 A automateddata collection scheme
for the �full tracking/full focusing� case. For
tracking, focusing and the final image acquisition
the same magnification is used and the beam is
adjusted in a way that the areas where tracking,
focusing and exposure is done do not overlap

(blue and green circle). Using very short
exposure times in combinationwith high binning
values (4� 8 or even 8� 8) the exposure to the
sample in auto-tracking and auto-focusing can
be minimized (image adapted from Ref. [68]).
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Today�s acquisition schemes and software packages can be grouped in roughly
three major domains: the almost classic �full tracking/full focusing�, the �pre-
calibrated� and the �on the fly or dynamical prediction� procedure. Naturally, there
are various derivatives and hybrids of these three different acquisition models,
especially modified to serve specific purposes and applications. The full tracking/full
focusing scheme (as described above) is the most common, due to the fact that it can
be literally used universally, for example with almost any kind of sample and
microscope and holder system. For the other schemes, we refer to the original
publications [41, 42].

3.2.3
Alignment, Reconstruction and Visualization

In order to obtain the 3D image from a set of acquired projections two initial and one
final step have to be carried out:first, the individualmicrographs need to be aligned to
a common coordinate system and, second, the actual 3D reconstruction of the
tomographic volume. The third step is the visualization and interpretation of the
tomogram. In this context one has to understand that cellular tomograms are, by and
large, 3D images of the entire proteome of the cell and contain an imposing amount
of information. Although one can see almost �everything,� identifying what one
actually sees may be difficult in the crowded macromolecular environment where
complexes literally touch each other. Therefore it is quite understandable that the
visualization and interpretation of low signal to noise cryo-tomograms is not only
quite difficult and tedious but also crucial for an unbiased view in the inner space of a
cell.
The compensation of the specimenmovement during the data acquisition process

will keep the feature focused in most cases but the compensation for the xy
displacement is not sufficient for a subsequent reconstruction, which makes a
second, more precise alignment necessary. Primarily the alignment procedure has
to determine the angle of the tilt axis and the lateral shifts. Other changes, such as
magnification changes or image rotation due to large defocus changes during the
acquisition, have to be determined and compensated aswell if present in the recorded
tilt series.
Alignment of the individual micrographs in cellular tomography is normally done

by high density markers, so-called fiducial markers. Typically, spherical gold beads
with a diameter of �10 nm are added to the sample solution or directly onto the
carbon foil prior to the vitrification process. They can be easily recognized within a
single 2D micrograph as �black dots,� due to their high Z number and thus their
pronounced elastic scattering. The coordinates of themarkers on each projection are
determined manually or automatically. To minimize the alignment error as a
function of the lateral translations and the tilt axis angle, an alignment model can
be calculated based on least squares procedures [43]. Their locations are then adjusted
to a 3D coordinate system. Apart from translations, this procedure for the determi-
nation of a common origin often accounts for possible image rotations or magnifi-
cation changes [43, 44]. However, the larger the number of determined parameters
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gets, the more gold beads need to be located to achieve a sufficient significance level
during minimization of the residual.
Although the first practical formulation for applied tomography was achieved in

the 1950s [45], Johan Radon first outlined the mathematical principles behind the
technique in 1917 [46] (see English translation in Ref. [47]). In practice the recon-
struction from projections is aided by the understanding of the relationship of a
projection in real space and Fourier space (Figure 3.12). The �projection-slice
theorem� states that a two-dimensional projection at a given angle is a central section
through the three-dimensional Fourier transform of this object. If a series of
projections is acquired at different tilt angles, each projection corresponds to part
of an object�s Fourier transform, thus sampling the object over the full range of
frequencies in a central section. The shape of most objects is only partially described
by the frequencies in one section but, by taking multiple projections at different
angles,many sections can be sampled in Fourier space. This will describe the Fourier
transformof an object inmany directions, allowing a fuller description of an object in
real space. In principle a sufficiently large number of projections taken over all angles
provides a complete description of the object. Therefore tomographic reconstruction
is possible from an inverse Fourier transform of the superposition of a set of Fourier
transformed projections: an approach known as direct Fourier reconstruction. This
was the approach formulated by Bracewell [45] andwas used for thefirst tomographic
reconstruction from electron micrographs [13].
The direct interpretation of the projection-slice theorem would suggest a recon-

struction algorithm based in Fourier space [48]. Despite the fact that the first 3D
reconstruction by DeRosier and Klug [13] was carried out in Fourier space, it is

Figure 3.12 �Projection slice theorem�. (a) An
object is shown in real space (x, y) at the origin
and one of its projection images is presented
formed by tilted parallel beams. (b) The Fourier
transform of the projection is a section through
the origin of the Fourier space (kx, ky) tilted by q.
(c) illustration of the sampling �density� problem
in Fourier space. The large number of sampling
points at low frequencies (darker area) are in

contrast to the periphery (high frequencies), very
only few sampling points are included in the
single projections (brighter area). This sampling
imbalance results in �blurred� reconstructions,
which can be overcome by weighting schemes.
The sectors in the Fourier domain, which remain
unsampled owing to the limited tilt range (here
�70�), create the �missing wedge�.
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common to use real space-based reconstruction algorithms, because the practical
implementation of Fourier space reconstruction is not as simple as an inverse
transform. By far the most widely utilized algorithm is weighted backprojection [49].
Nowadays, algebraic reconstruction techniques (ART) are also well established,
despite the fact that they were initially subject to criticism ([50]; for a detailed review
of reconstruction algorithms we refer to Frank, 2006) [7, 8]. The theory of back-
projection relies on a simple principle: a point in spacemay be uniquely described by
any three �rays� passing through that point. However the object increases in
complexity more �rays� are required to describe it uniquely. A projection of an
object is the inverse of such a �ray� and describes some of the complexity of the object
at hand. Therefore by inversing the projection, smearing out the projection into an
object space at the angle of projection, one generates a �ray� that uniquely describes
an object in the projection direction, a process known as backprojection. With
sufficient projections, from different angles, superposition of all the backprojected
�rays� reproduces the shape of the original object: a reconstruction technique known
as direct backprojection. Direct backprojection is used for reconstruction in classic
computer-assisted tomography (CT; [51]); and thiswas the techniqueusedbyHart [11]
for the �polytropic montage�. However reconstructions made by direct backprojec-
tion are exceptionally blurred, showing distinct enhancement of low frequencies,
while fine spatial details are reconstructed poorly. This problem is an effect of the
uneven sampling of spatial frequencies in the series of original projections. In 2D
each of the acquired projections is a line intersecting the center of the Fourier space.
Assuming a regular sampling of Fourier space in each projection, far more sampling
points are located in the center of Fourier space than in the periphery. The outcome of
this is an �undersampling� of the high spatial frequencies and an �oversampling� of
the low spatial frequencies of the object, which subsequently results in a �blurred�
reconstruction. Therefore to remove the blurring in real space and to restore the
correct �frequency balance� in Fourier space, one has to apply weighting schemes.
The weighted backprojection consists of two steps: first, the aligned projections are
weighted in Fourier space by a function that characterizes the different sampling
density in Fourier space. The second step is the backprojection of the weighted
micrographs into the reconstruction body, most frequently by trilinear interpolation.
The visualization and interpretation of tomograms at the ultrastructural level

requires decomposition of a tomogram into its structural components, for example,
the segmentation of intracellular membranes or the assignment of organelles.
Manual assignment has been commonly used, since human pattern recognition is
often superior to the available segmentation algorithms. In principle however,
machine-based segmentation should be more objective and thus unbiased. Contin-
uous structures are relatively easy to recognize anddelineate, in spite of the low signal
to noise ratio present in cryo-tomograms. For example, visualizing the organization
of the cytoskeleton in both Spiroplasma melliferum and Dictyostelium discoideum was
possible at the level of individual filaments, without the need for extensive post-
processing [14, 18] (see Figure 3.3).
Instead of addressing the ultrastructure [52], cryo-electron tomography provides

the basis for interpreting tomograms even at the molecular level. However analysis
and three-dimensional visualization are hampered by a very low SNR. In order to
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increase the SNR, so-called denoising algorithms have been developed (reviewed in
Ref. [53]). These algorithms aim to identify noise and remove it from the tomogram,
but in practice they also remove a certain fraction of the signal, resulting in data with
reduced information but higher SNR.
Although averaging can obviously not be applied to tomograms of unique

structures such as individual cells or organelles, such tomograms may nevertheless
containmultiple copies of components such as ribosomes, chaperones, or proteases.
Small regions of the tomogram containing isolated complexes can be extracted from
the tomogram in silico and these subtomograms can be subjected to classification
against a library of known structures. The subtomograms can then be aligned to a
common orientation and averaged within the appropriate class. The result should be
an average with better signal to noise and higher resolution. The original low
resolution tomographic image can be replaced by the average or by the higher
resolution template itself, if available. The result is a �synthetic� tomogram with a
much improved, local signal to noise ratio. Such a procedure was used in a
tomographic study of enveloped Herpes simplex virions [19] and to also visualize
nuclear pore complexes in intact nuclei [16, 54] (Figure 3.13).

Figure 3.13 Cryo-ET in combination with the
single particle approach of transport-competent
Dictyostelium discoideum nuclei. (a) Three-
dimensional reconstruction of the peripheral rim
of an intact nucleus. x–y slice of 10 nm thickness
along the z axis through a typical tomogram. Side
views of nuclear pore complexes (NPCs) are
indicatedby arrows. Ribosomes connected to the
outer nuclear membrane are visible
(arrowheads). Inset displays a phase-contrast
image and the corresponding fluorescence
image. (b) Surface-rendered representation of a

segment of nuclear envelope (NPCs in blue,
membranes in yellow). (c) Structure of the
Dictyostelium NPC after classification and
averaging of subtomograms. Cytoplasmic face of
the NPC (upper left); the cytoplasmic filaments
are arranged around the central channel. Nuclear
face of the NPC (upper right); the distal ring of
the basket is connected to the nuclear ring by the
nuclear filaments. Cross-sectional view of the
NPC (bottom). The dimensions of the main
features are indicated. All views are surface-
rendered (nuclear basket in brown; [54, 16]).
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Averaging of cryo-ETdata offers some real advantages that are worth the additional
efforts, at least in some cases. The most important reason is the ability to image
nonpurified samples. Cryo-ET is currently the only technique that can be used for
quaternary structure determination of fragile or even transient complexes. The
degree of alteration that biological macromolecules undergo under phsiological
conditions is largely undetermined since there is no existing imaging technique that
could resolve them in the context of a cell. Apart from this, averaging of subtomo-
grams also offers one principal advantage compared to averaging fromprojections: It
is fundamentally easier to determine the orientations of an individual copy from 3D
data than from single 2D projections.

3.3
Molecular Interpretation of Cellular Tomograms

In tomographic reconstructions of vitrified samples, the macromolecular content
of an organelle or cell is present in its native state, thereby making interpretation at
the molecular level less problematic. Although the resolution of an individual
tomogram may be limited, the advantage is one can see everything in its native
context. There is a vast amount of information. Tomograms are 3D images of the
entire proteome and they should ultimately enable us to map the spatial relation-
ships of macromolecules in an unperturbed cellular environment. However
retrieving this information is confronted with major problems. First, although
one can see almost �everything,� identifyingwhat one can seemay be difficult in the
crowded macromolecular environment where complexes literally touch each
other [21]. Furthermore, because it is not possible to tilt a full 180�C, the
tomographic reconstructions are distorted by missing data, resulting in a non-
isotropic resolution. There are essentially only two options for identifying macro-
molecules in tomograms: specific labeling or pattern recognition methods where
complexes are matched against a library of known structures. Of course, the two
approaches are not mutually exclusive.
Proteins exposed on the surface of cells or organelles can be labeled with antibodies

or specific ligands bound to gold nanoparticles. Such labels provide indicators for the
presence of a specific molecule within a broad molecular landscape. Intracellular
labeling is more problematic and requires innovative approaches. These approaches
could be based on non-invasive genetic manipulations generating covalent fusions
with a protein such as metallothionien, which has the potential to bind heavy metals
such as gold [55]. Ideally we would like to introduce a label in a time resolved
experiment identifying a particular event and to subsequently remove the background
as done with the ReAsH compound in fluorescence microscopy [56]. However
achieving labeling which can be statistically quantified is a challenging task. It is
also hard to imagine that labeling can be developed such that it becomes a high-
throughput technology capable of mapping entire proteomes. In order to identify
every molecule of interest, the whole procedure of labeling as well as data acquisition
and reconstruction of tilt series needs to be repeated. Moreover the unique nature of
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cellular tomograms makes a direct correlation of the different maps impossible. This
in turn poses a major problem in deriving from themmolecular interaction patterns.
An alternative strategy is to combine fluorescent light microscopy and cryo-electron
tomography. Specific fluorescent labels can be engineered into proteins of interest or
fluorescent labels can be applied and taken up by the cells. Progress has beenmade in
the development of cryogenic light microscopes [57, 58] which can visualize fluores-
cence in vitrified specimens (Figure 3.14). This makes it possible to record a
fluorescence image of the frozen hydrated specimen and identify targets of interest
for a subsequent investigation by cryo-electron tomography. After imaging in the
light/fluorescencemicroscope, the specimen is transferred directly to the EMwhere a
tomographic tilt series canbe recorded at the identifiedareas. Software-basedmethods

Figure 3.14 Cryo-correlative microscopy:
Illustrative example of a light optical and electron
optical correlation where light/fluorescence
microscopywasused to guide a subsequent cryo-
electron tomography investigation. (a) Phase-
contrast image and (b) fluorescence image of
neurons (neurons were labeled with FM1–43).
The arrow points to the spot with a high FM1–43
fluorescence. (c) Cryo-EM image of neuronal
processes surrounding the area where the
tomogram was taken (arrow). (d) Tomographic
slice showing two neuronal processes, an

extracellular vesicle connected to one of the
processes and to a protrusion from the other
one. Additionally an endocytotic invagination on
the protrusion is visible. (e) Surface-rendering
showing the extracellular vesicle (blue), neuronal
processes (gray) and some of vesicle-bound
molecular complexes. The vesicle is shown with
one side open in order to expose the complexes
in its interior (the �running� arrow indicates the
field of view (FOV) (image adapted from
Refs. [69, 70]).
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can be used to align the fluorescence image with a low-magnification image from the
EM, locating the desired areas in the EM overview image.
The identification of a single 26S proteasome in the cytoplasm of a Dictyostelium

cell suggested that a templatematching approach could be used formapping cellular
proteomes [14] (Figure 3.15). Given that one can see �everything� in a tomogram, it
makes sense to probe the tomogram with a library of templates derived from known
structures using intelligent pattern recognition algorithms. High-resolution struc-
tures of numerousmacromolecules are available fromX-ray crystallography orNMR.
The intent is to locate these known structures and determine themolecular context in
which complexes are organized in organelles or cells, with less emphasis on the
discovery of novel molecular features and more on determining whether there is
some correlation in the spatial arrangement of complexes, relative to one another. To
achieve this, a �template matching� strategy is being pursued. Simulations and
experiments with �phantom cells,� that is liposomes encapsulatingmacromolecules,
indicated that such an approach is feasible [59–61].
However it is computationally intensive, because not only must the positions

matching a given template be determined but also their spatial orientations have to be
identified. The tomogrammust be analyzed with every template and the best match
determined for each complex in the tomogram. Ideally such a multi-template search
would result in a three-dimensionalmapwith each low resolution complex identified
replaced by the higher resolution template it matched in the orientation which was
determined (Figure 3.16). At the moment only large complexes, such as the
ribosome, have been identified with an acceptable accuracy (>95%) at the routinely
attained resolution in tomograms of 4–5 nm [62]. An improvement in resolution to

Figure 3.15 Visualization and identification of a
26S Proteasome in Dictyostelium discoideum
grown directly on an EM grid and embedded in
vitreous ice. (a) x–y slice from a tomogram.
Dominant features are ribosomes and actin
filaments. (b) The magnified �particle� is a 26S
proteasome (unaveraged projection of a stack of
slices from tomogram; for details, see
Refs. [14, 20]). Although in this case the detection

and identification was facilitated by the large size
(�2.5MDa) and the peculiar shape of this
complex, it indicates that a molecular signature-
based approach to mapping cellular proteomes
should become feasible. (c) x–y slice of a
tomogram of purified 26S proteasomes for
comparison and (d) averaged structure of the
26S proteasome based on a 2D cryo-EM single
particle analysis (for details see Refs. [71, 72]).
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2–3 nm would allow the accurate identification of even smaller complexes. The
information addressing the spatial relationship of different complexes fosters and
complements other proteomic methods and will be indispensable for structural
proteomic approaches [63, 64].

3.4
Outlook: The Future is Bright

The achievements in cryo-electron tomography over the past decade have proven the
possibilities and the feasibility of this technique for quasi in vivo studies of the
ultrastructure and larger supramolecular assemblies within whole cells. However,
based on the initial developments in cryo-ET, major improvements in instrumenta-
tion and sample preparation have to bemade in the future to exploit its full potential.

Figure 3.16 Detection and identification of
individual macromolecules in cellular
tomograms is based on their structural
signature. Because of the crowded nature of the
cytoplasm and �contamination� with noise, an
interactive segmentation and feature extraction
is not feasible. It requires sophisticated pattern
recognition techniques to exploit the information
contained in the tomograms. A volume rendered
presentation of a 3D image is presented on the
left (Vin). Even though some high-density
features may be visible, an unambiguous
identification of individual structures would be
difficult if not impossible given the residual
noise. An approach, which has proven to work, is
based on template matching: Templates of the
macromolecules under scrutiny are obtained by a
high- or medium resolution technique (X-ray
crystallography, NMR, electron crystallography

or single particle analysis). These templates
(magnified in this figure (from top to bottom):
tricorn, VAT, 20S proteasome thermosome,
ribosome) are then used to search the entire
volume of the tomogram systematically for
matching structures by 3D cross-correlation and
the result is refined by multivariate statistical
analysis. In principle the 3D image has to be
scanned for all possible Eulerian angles j,y and
q around three different axes, with templates of
all different protein structures one is interested.
The search procedure is computationally very
demanding but can be parallelized with respect
to the different angular combinations in a highly
efficient manner. Finally, the position and
orientation of the different complexes can be
mapped directly in the 3D image (protein atlas –
Vout) [73, 74].
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The ultimate goal in structural biology is to investigate the structure-function
relationship of molecular complexes and supramolecular assemblies in their native
environment, for example in large cells or even tissue, across several dimensions,
from the micron level to the sub-nanometer level and if possible within one single
experiment, to realize the complete view into the inner space of cells and its
constituents. Even at the present practical level, cryo-electron tomograms of orga-
nelles and cells contain an imposing amount of information. They are essentially 3D
images of entire proteomes and they should ultimately enable us to map the spatial
relationships of the full complement of macromolecules in an unperturbed cellular
context. However it is obvious that new strategies in sample preparation, advance-
ments in instrumentation and innovative image analysis techniques are needed to
make this dream come true, at least to some extent.
In principle there are three major routes to increase the image quality and

especially the 3D image quality, which are intrinsically linked to each other: (1)
technological developments comprising advanced electron optics, highly resolved
high-sensitive detection, improved tilting devices and the geometry of the sample
holder, (2) sample preparation and thus sample quality and (3) the design of new
software algorithms and acquisition schemes to guarantee a quantitative objective
and furthermore exhaustive analysis of the recorded data.
TEM or EM is still a very youngmethod if compared to lightmicroscopy.While the

latter was developed and improved over centuries, EM has a history of less than
80 years. Today�s microscopes can easily reach a 2D resolution of�1A

�
, clearly orders

of magnitude better than what light microscopy can offer. However the electron
optical system, determined mainly by the objective lens system and characterized by
the spherical and chromatic aberration coefficients, is far from being ideal and still
inferior to light optical devices. Simplified one could say: the performance of today�s
objective lens systems in EM can be described as the attempt to focus through the
bottom of a champagne bottle. In this way, the quality of the recorded micrograph in
EM suffers greatly from the severe shortcomings of the objective lens system; for
example the higher the spherical aberration coefficient Cs, the better the resulting
image contrast, but the lower the resolution. However, the spherical aberration
coefficient is linked directly to the �spacing� inside the objective lens system and thus
determines the maximum achievable tilt range for an angular acquisition. Recent
developments in Cs correction technology for TEM (and even for SEM) already
showed the possibilities and the final image improvement, especially in material
science studies. However, EM investigations of biological samples at cryo-tempera-
tures are characterized by a very low image contrast, due to the very weak scatterers,
mainly low Z elements, like carbon, oxygen, hydrogen and so on. Thus high defocus
values are more or less mandatory, to increase the image contrast. Unfortunately, by
tuning the objective lens to very low defocus values of a couple of microns, low-
frequency information is enhanced, while the high frequency information is almost
completely obscured if not lost totally. This way Cs correction without any additional
equipment is not an option in any cryo-EM study, because the actual improvement
in image quality is restricted to a defocus regime in the range of a couple of
tenth nanometers, thus orders of magnitude higher than what would be needed
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for a high-contrast (low-dose) cryo-image. Nevertheless, it might be possible to
increase the contrast without defocusing the objective lens, by using so-called phase
plates in combination with Cs correctors. The benefit of Cs correction would then
become clearly visible, because even the high-frequency information would be
accessible. Clearly the design and the application of phase plates is not a new idea,
but the technological problems in former times couldnot be addressed to enable their
routine use. For example two major problems were contamination and stability.
While placed in the back focal plane, very close to the sample, contamination can
cause charging and drift problems. Moreover the stability was low, thus it was
mandatory to readjust the phase plate in respect to the central beam, which in the
required accuracy is nowadays only possible with piezo-controlled stages. However,
today�s achievements and possibilities in nano-structuring and nanotechnology
make it possible to utilize the already existing designs of phase plates, addressing
the problems aforementioned and place them in a normal EM environment. The
prospects aregoodand in thenear future experimentswill bedone to shownot only the
feasibility of this approach, but also the final image improvement if for example used
in combination with Cs correction. However the total sum of elastically scattered
electrons will be reduced and thus the large fraction of inelastically scattered electrons
has to be removed or even utilized for the final image formation. �Removal� can be
done with imaging energy filters, which are nowadays routinely incorporated into the
electron microscope setup. They are especially helpful in studies where thick cells or
sections are used, because the thicker the material layer to be penetrated by the
electron beam the larger is the fraction of inelastically scattered and multiple-scatter
electrons. They will have a different energy and thus they will be slightly out of focus,
blurring the recorded image. However if the chromatic electrons are removed, the
image contrast can be definitely improved, but the number of elastically scattered
electrons (forming the image) will be just a fraction of the total sum of electrons
leaving the sample. In most cases the amount is only half or one-third of the total
applied electron dose to the sample, which contributes to the final image contrast. In
this way, the detectionhas to be very sensitive, so that literally every electronwill count.
TodayCCDcamerasare typicallyused,whichdetect thesignal indirectly andwhichadd
noise to the recorded image. Moreover the signal is spread over several pixels,
decreasing the lateral resolution and thus the transfer of the recorded image. Direct
detectionwouldbebeneficial and favorable, because every electronwouldcontribute to
the final signal, with no readout noise and the best possible lateral resolution.
Developments are on the way to utilize detectors based on CMOS technology, which
will guarantee noise-free detection and, if backthinned, a high-resolution recording.
However the radiation hardness of these devices, for 300 keV electrons, is at the
moment insufficient for a routine use in EM, but improvements are being made to
increase the lifetimeof thesedetectiondevices so that they canbeusedalmost eternally.
Sincewe cannot increase the total applied dose to the sample, not evenwith cooling

to liquid helium temperature, the only option we have is to increase the performance
of the detection device and the electron optics. If for example one utilizes an almost
ideal detector, the dose in a recorded image can be as low as possible and thus the
number of acquired projections in an angular regime can be as large as possible. In
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this way the final resolution would be definitely improved. Moreover if high-end
electron optical systems are used, for example,Cs or evenCc correctors (which would
even utilize the fraction of inelastically scattered electrons for image formation) in
combination with phase plates and energy filters, we could harvest not only the low-
frequency information responsible for the final image contrast, but also the high-
frequency information containing the fine structural details. Moreover with just one
single 2D image, one would obtain phase and amplitude information separately.
Besides the improved quality of the single 2Dprojection, in-phase plateCs corrected

imaging, electron tomography is still hampered by uneven sampling in Fourier space
and thus by the fact that information in the direction of the tilt axis cannot be accessed.
This missing information (missing wedge), due to the limited tilt range can be
decreased by utilizing dual-axis acquisition schemes to a missing pyramid. Clearly
with the 90� in-plane rotationof the sample and theacquisitionof a two-tilt series of the
same sample area, one increases the amount of information by more than 20% and
thus reduces the resulting artefacts related to single-axis acquisition schemes. The
resolution is not improved, however it is definitely more isotropic. Especially for a
subsequent automatic detection of macromolecules and proteins within the tomo-
graphic volume, for example by template matching, errors (false positives) can be
minimized and thus the quality of the detection can be vastly improved.
At the present resolution of 4–5 nm only very large complexes (ribosomes, 26S

proteasomes) can be detected reliably within cryo-electron tomograms of whole cells.
However, an improvement in resolution to 2 nmwill allowus to detectmedium-sized
complexes in the range of 200–400 kDa. Someof the problems in the interpretation of
tomogramswill disappear once a resolution of 2 nm is obtained. At themoment, with
a resolution of 4–6 nm, the docking of high-resolution structures to yield pseudo-
atomic maps of molecular complexes is computationally demanding and time-
consuming. However this procedure of template matching and docking will become
straightforward if a resolution of 2 nm can be obtained routinely. One could even
think of an �unsupervised� (so to speak �template-free�) search of the tomogram. The
computational methods described will aid and complement the information pro-
vided by other approaches and information, such as localization, labeling studies and
the binding properties of molecules. While tomograms with a resolution of 2 nm are
a realistic prospect, major technical innovations (see above) will be required if we
want to go beyond.
Cryo-ETof whole cells allows us to investigate the structure–function relationship

ofmolecular complexes and supramolecular assemblies in their native environment.
It thus makes a fundamental change in the way we approach biochemical processes
that underlie and orchestrate higher cellular functions. In the past, molecular
interactions were studied mostly in a collective manner, whereas now we have the
tools to visualize the interactions between individual molecules in their unperturbed
functional environments. Although they share common underlying principles, no
two cells or organelles are identical, owing to the inherent stochasticity of biochemi-
cal processes in cells as well as their functional diversity. Therefore, it will be a major
challenge to extract generic features from themaps, such as themodes of interaction
between molecular species. The ultimate goal, the discovery of general rules that
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underlie cellular processes, has to go beyond observing qualitative features and has to
be based on stringent analytical criteria combining the information gathered from
different methods for a complete integrative analysis [63–66].
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4
Single Cell Proteomics1

Norman J. Dovichi, Shen Hu, David Michels, Danqian Mao, and Amy Dambrowitz

4.1
Introduction

Any attempt to explain the function of a protein must account for its spatial and
temporal location. Not all proteins are present in all cells and many proteins have a
fleeting existence as synthesis, modification and degradation occur while the cell
responds to its environment, passes through the cell cycle and recycles its contents.
Each cell behaves differently and ultimately proteomics must descend to the level of
the single cell to provide an accurate and complete description of protein function and
expression. Ideally that study should be correlated with other characteristics of the
cell, such as phase of the cell in the cell cycle for proliferating cells.
We cite three examples where single cell proteomics will be valuable. The first is in

development. The cells of an embryo undergo profound changes in protein expres-
sion as the organism grows from a zygote to a fully developed individual. Similar
changes in protein expression occur as pluripotent stem cells progress first into
precursor cells and then into terminally differentiated progeny cells. A fundamental
understanding of the steps involved in development will be aided greatly by
monitoring the proteome on a cell by cell basis.
The second example is in oncology. We hypothesize that the cell to cell heteroge-

neity in protein expression of a tumor is correlated with the prognosis of that
cancer [1]. Just as aneuploidy is correlated with poor prognosis in some cancers, it
may prove that the cell to cell heterogeneity in protein expression is correlated with
prognosis. If that hypothesis is correct, then large-scale studies of the protein content
of single cells will be of great value in the clinic.
The third example is in neuroscience, where individual neurons in the central

nervous system are extremely heterogeneous. That heterogeneity reflects differences
in the content and architecture of the cells. The creation of a vocabulary to describe

1) This chapter �Single Cell Proteomics� has
previously been published in: Proteomics for
Biological Discovery, edited by Timothy D.
Veenstra and John R. Yates; John Wiley &
Sons, Inc.
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cells and cell types will benefit greatly from the analysis of the protein content of
the cell.
Single cell proteomics is of obvious value in basic and clinical studies. Neverthe-

less, single cell proteomics presents significant challenges because of the minute
amount of protein present in the cell. This chapter describes those challenges and
several approaches to the characterization of proteins in single eukaryotic cells.

4.2
The Challenge

Most proteins are present at minuscule levels within a cell as shown in Table 4.1. We
consider four examples. A 100mm diameter giant neuron contains perhaps 50 ng of
protein, assuming that the cell is 10% protein by weight. The average molecular
weight for a protein is about 30 000 g/mol, so that a giant neuron contains perhaps
2 pmol, or 1012 copies, of protein.
A typicalmammalian cell has a diameter of roughly 10mm,with a volume of 0.5 pL

and a total protein content of 50 pg. Again, assuming an average molecular mass of
30 kDa, the cell contains about 2 fmol total protein, or about one billion copies
of protein molecules.
A 5mmdiameter yeast cell contains about 5 pg or 0.2 fmol of protein. This primitive

eucaryote functions with about 100 million copies of protein.
A 1mm diameter bacterium contains only 50 fg or 2 amol of protein. Those

organisms survive and replicate using only one million copies of protein.
The number of proteins expressed in a single cell is unknown. An animal might

express 10 000 different proteins per cell. If we use this quite arbitrary number, the
average protein is expected to be present at the 200 zmol level in a 10mm diameter
mammalian cell. Yeast expresses fewer proteins, perhaps 2000 per cell; the typical
protein would be present at the 100 amol level.
However, the concept of the average protein is inappropriate because the distri-

bution of protein expression in a cell is expected to be highly heterogeneous. As an
analogy, if Bill Gateswere added to the list of authors for this chapter, then the average

Table 4.1 Protein content of a single cell. Prefixes:
n¼ nano¼ 10�9; p¼pico¼ 10�12; f¼ femto¼ 10�15;
a¼ atto¼ 10�18; z¼ zepto¼ 10�21; y¼ yocto¼ 10�24.

Giant neuron Mammalian cell Yeast cell Bacterium

Volume 0.5 nL 0.5 pL 50 fL 0.5 fL
Total mass 0.5 mg 0.5 ng 50 pg 0.5 pg
Mass proteina 50 ng 50 pg 5 pg 50 fg
Moles proteinb 2 pmol 2 fmol 0.2 fmol 2 amol
Copies protein 1 · 1012 1 · 109 1 · 108 1· 106

aAssumes the cell is 10% protein by mass.
bAssumes an average molecular mass of 20 kDa for proteins.
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wealth of the group would be about 10 billion dollars. Clearly this average does not
provide insight into the lifestyle of the authors! Similarly the average protein level of a
cell does not provide insight into the challenges of the study of a single cell�s
proteome.
There are limited data available on protein expression levels. In one of the best

studies, Gygi et al. [2] treated Saccharomyces cerevisiae with a radiotracer followed by
two-dimensional gel electrophoretic separation of the proteins from the yeast
homogenate. Spots were excised and quantitated using scintillation counting. The
proteins were identified by mass spectrometry.
The authors obtained expression data for 156 spots corresponding to 124 different

gene products. Of these, 11 proteins had expression levels that were estimated to be
greater than 100 000 copies (0.2 amol) per cell. This set of 124 gene products accounts
for a total of �8million copies of protein per yeast cell, which is �10% of the total
protein content of a mid-log yeast cell. It appears that the vast majority of the protein
content of the cell was either lost during sample preparation or is found in the many
proteins expressed at low levels.
If we extrapolate this data from yeast to a mammalian system, we expect the total

protein concentration to be an order of magnitude higher. The number of genes in
mammals is also roughly an order of magnitude larger than the number of genes
in yeast, so that the average protein level per cell is likely to be similar. If there are�10
proteins present in a single yeast cell that are expressed at greater than 100 000 copies
(0.2 amol or�5 fg) per cell, then it is reasonable to expect at least 100 proteins would
be expressed at that level in a single mammalian cell.

4.3
Single Cell Proteomics: Mass Spectrometry

Mass spectrometry is undoubtedly the tool of choice in protein analysis. Technologies
such as multidimensional protein identification technology (MudPIT) and isotope-
coded affinity tag (ICAT) provide powerful means of identifying proteins and
determining changes in their expression [3, 4]. Unfortunately thesemethods require
relatively large amounts of proteins, certainly much more than contained in a single
cell. Smith [5] estimated detection limits of 100 zmol for tryptic peptides by the use of
Fourier transform–ion cyclotron resonance (FT-ICR) instrumentation.However, that
detection limit is for the amount of peptide introduced into the spectrometer.
Significant losses accompany protein isolation, digestion, peptide extraction and
chromatographic separation; and it is not clear that analysis of tryptic digests from
single cells will be practical.
Instead it appears necessary to perform mass spectrometry on intact proteins to

realize single cell analysis. Matrix-assisted laser desorption/ionization (MALDI)-
based methods have been used with some success in detecting peptides and low
molecularweight proteins fromsingle cells and tissue slices.Whittal et al. [6] reported
the detection of hemoglobin from a single erythrocyte byMALDI-time offlight (TOF)
mass spectrometry. In their approach, the cell was lysed, mixed with protease and
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then microspotted on a MALDI plate. Each cell contained about 450 amol of
hemoglobin and only extremely highly expressed proteins could be detected and
identified in a single cell.
Xu et al. [7] reported the use ofMALDI-TOF to analyze tissue samples. As few as 10

cells have been used for analysis. That sample generated roughly 10 peaks that
exceeded the noise in the baseline. This TOFmass spectrometer has relatively poor
mass resolution and does not employ MS/MS analysis, which prevents direct
identification of proteins.
Page et al. [8] reported the use of MALDI-TOF to analyze neuropeptides in single

giant neurons. This method is not applicable to peptides greater than a few kilo-
daltons in molecular mass.
Pasa-Tolic et al. [9] considered the use of accurate mass tags for protein analysis

with high resolution and accuracy FTICR instruments. That group reported the use
of an 11 tesla FTICR allowed determination of a number of proteins obtained from a
5 pg protein sample from aD. radiodurans protein homogenate that was injected onto
a 15mm inner diameter capillary liquid chromatography column. The proteome of
this prokaryote is certainlymuch simpler than that of eukaryotes and the introduction
of the protein lysate from a single cell onto the chromatography column is not
demonstrated; nevertheless these results are encouraging that the protein content of
a singlemammalian cell will likely be performedusingmass spectrometry within the
decade.

4.4
Single Cell Separations

The use of separation methods to characterize the composition of a single cell
has a fifty year history. The first study in 1953 considered ribosomal ribonucleic
acid (rRNA) analysis in single cells based on electrophoresis on a silk fiber [10].
The earliest single cell protein analysis was a study of hemoglobin in single
erythrocytes by electrophoresis through an acrylamide fiber, published in
1965 [11]. Repin et al. [12] reported the characterization of lactate dehydrogenase
isoenzymes in single mammalian oocytes by electrophoresis in 1975. Ruchel [13]
reported the first protein analysis from a single giant neuron from a sea snail the
following year.
Kennedy et al. [14, 15] inaugurated the modern era of single cell analysis by using

open tubular capillary chromatography for the amino acid analysis of a single giant
neuron froma snail. At the same time,Wallingford andEwing [16] reported the use of
a capillary to sample the internal contents of a single giant neuron; they used the same
capillary for electrophoresis of biogenic amines. In 1992, Hogan and Yeung [17]
reported the use of a specific label to derivatize thiols in individual erythrocytes; once
the derivatization reaction was completed, a single cell was injected into a capillary
and lysed and the contents were separated by capillary electrophoresis (CE). In 1995,
Gilman and Ewing [18] reported the on-column labeling of amines from a cell that
had been injected into and lysed within a capillary; the capillary was used for
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electrophoretic separation of amines. Meredith et al. [19] reported the use of a pulsed
laser to lyse a cell before analysis of kinase activities by CE. In 2002, Han and
Lillard [20] reported the use of cell synchronization based on the shake-offmethod for
the characterization of RNA synthesis in single cells as a function of cell cycle.
Our group�s activity in single cell analysis began in collaboration with Monica

Palcic and Ole Hindsgaul at the University of Alberta, in a study of carbohydrate
metabolism in single yeast and cancer cells [21, 22]. In that project, cells were treated
with a fluorescent enzymatic substrate. Cells took up this substrate and metabolized
it to create biosynthetic and biodegradation products. To study this behavior in
single cells,wedeveloped techniques tomanipulate and inject single cells into a fused
silica capillary, to lyse the cells within the capillary, to separate the cellular lysate
by capillary electrophoresis and to detect the separated lysate by laser-induced
fluorescence [21, 23].
In our instrument (Figure 4.1) an invertedmicroscope is equipped with a capillary

manipulatormanufactured from Lexan (GE Plastics, Pittsfield, MA) and held by a set
of micromanipulators. The capillary is filled with separation buffer that contains a
surfactant, such as sodium dodecyl sulfate (SDS). The capillary tip is then centered
over the cell of interest; to inject the cell, a brief pulse of vacuum is applied to the distal
end of the capillary through a computer-controlled valve, aspirating the cell about
200mm into the capillary. Mammalian cells are lysed within 30 s by the action of SDS
and the osmotic shock from the buffer [23].
Electrophoresis is effected by application of high voltage to the injection end of the

capillary, which is held within the interlock-equipped Lexanmanipulation block. The
distal end of the capillary is placed in a sheath-flow cuvette andfluorescence is excited
by an argon ion laser beam and collected with a microscope objective, which images
fluorescence onto a pinhole and through a spectral filter to block scattered laser light.
The fluorescence is finally detected by a photomultiplier tube and recorded by a
computer.

Figure 4.1 Photograph of single cell electrophoresis instrument.
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4.5
Ultrasensitive Protein Analysis: Capillary Electrophoresis with Laser-Induced
Fluorescence Detection

The single cellmethods have been developed for injection, lysis and analysis of single
cells by capillary electrophoresis. CE provides exquisite separation of complex
mixtures. Laser-induced fluorescence (LIF) provides exquisite sensitivity for highly
fluorescent molecules. The combination of the two tools provides an extremely
powerfulmethod for the analysis of biologicalmolecules. To illustrate the analysis of a
complex mixture, capillary array instruments have been the workhorse of large-scale
genomic DNA sequencing efforts [24]. As an example of ultrasensitive analysis, CE-
LIF has been used to detect and count single molecules of b-phycoerythrin, resolving
isoforms of this protein [25].
The study of b-phycoerythrin was based on that molecule�s native fluorescence.

That molecule has unusual spectroscopic properties. Most proteins exhibit native
fluorescence only when excited in the ultraviolet portion of the spectrum. The molar
absorptivity and fluorescent quantum yields of the aromatic amino acids that
generate native fluorescence aremodest and the background signal from fluorescent
impurities tends to be high in this portion of the spectrum, leading to relatively poor
detection performance. More practically, lasers that operate in the ultraviolet tend to
be expensive and temperamental, which discourages their widespread use.
Instead our approach to ultrasensitive protein analysis relies on the use of

derivatization technology to introduce a fluorescent tag that is excited with more
robust lasers that operate in the visible portion of the spectrum. These tags have
relatively high molar absorptivity and fluorescent quantum yields, which assists
sensitive detection. However, tagging chemistry is not without its challenges. We
highlight several issues here.
First, it is necessary to perform the labeling reaction on dilute proteins, whichmay

be present at a concentration in the picomole per liter range or lower. The reaction is
usually governed by second-order kinetics, so that it is necessary to keep the
concentration of the derivatizing reagent in the millimolar range so that the reaction
proceeds at a reasonable rate. The vast excess of derivatizing reagent can result in a
huge background signal from unreacted reagent. While the reagent itself can be
separated from proteins during the electrophoretic step, the sea of fluorescent
impurities that accompany the reagent at the part per million level will swamp the
signal from the labeled proteins. Fortunately this fluorescent background issue can
be eliminated by use of fluorogenic reagents; these reagents are nonfluorescent until
they react with the protein, creating a fluorescent product [26].
Second, the use of fluorogenic reagents inevitably results in the production of a

complex mixture of fluorescent products. All fluorogenic reagents of which we are
aware react with the e-amine of lysine residues, which is one of the most common
amino acids. We have analyzed the yeast genome to estimate the relative abundance
of lysine residues. The average open reading frame codes for�26 lysine residues, so
that most proteins will incorporate more than one fluorescent label [27]. Unfortu-
nately extreme denaturation conditions are required to drive the labeling reaction to
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completion [28]. These conditions appear impractical when studying the proteome of
single cells. If the reaction does not go to completion, then a complex reaction
mixture will inevitably be produced. The number of possible fluorescent reaction
products is 2N� 1, where N is the number of lysine residues (and other primary
amines) present in the molecule [29]. The average protein in yeast, with 26 lysine
residues, can produce 67 108 863 different reaction products. Unfortunately these
fluorescent products froma single protein canhave different electrophoreticmobility
and multiple labeling results in extremely complex electropherograms that are
essentially worthless for protein analysis.
Fortunately we have discovered one solution to themultiple labeling problem. The

reaction of proteins with the fluorogenic reagent 5-furoylquinoline-3-carboxaldehyde
(FQ), followed by use of appropriate buffers, results in remarkably efficient electro-
phoretic separations [30, 31]. FQ, unlike other fluorogenic reagents, produces a
neutral reaction product; cationic lysine residues are converted to neutral products.
In the absence of buffer additives, the heterogeneity in the number of lysine residues
that are labeled results in multiple electrophoretic peaks from a single protein.
However, we discovered that the addition of an anionic surfactant, such as SDS, to the
buffer results in the collapse of that complex envelope into a single, sharp peak for
each protein. We believe that the surfactant ion pairs with unreacted lysine residues,
producing a neutral complex with the same mobility as the FQ-labeled molecule.
The interactions between SDS and proteins are complicated. At low surfactant

concentration, SDS binds specifically to high-energy sites of the protein through
electrostatic interactions; the anionic surfactant ion pairs with easily accessible lysine
and arginine residues [32–34]. At intermediate concentrations, SDS binds through
hydrophobic interactions with the surface of the protein. At higher surfactant
concentration, there is a massive increase in the binding of SDS as the protein
unfolds and its interior becomes accessible. The surfactant is thought to form a
random set of micelles along the protein�s backbone. Under saturation conditions,
1.0 g of many proteins will bind �1.4 g of SDS [32]. This constant binding ratio is
important inSDS-PAGE.At highSDSconcentration, the complex of protein andSDS
is assumed to generate a constant size to charge ratio. Like DNA electrophoresis in
polymeric medium, SDS–protein complexes are separated based on size during
polyacrylamide gel electrophoresis (PAGE).

4.6
Capillary Sieving Electrophoresis of Proteins from a Single Cancer Cell

We have developed a number of forms of electrophoresis to analyze the protein
content of single cells. In the analysis of the protein content of a single cell, we
sandwich the proteins from the single cell between two plugs of the FQ derivatizing
reagent. Aplug of reagent, followed by the single cell and then another plug of reagent
are sequentially injected into the capillary. The reagent solution contains SDS to lyse
the cell and the capillary tip is heated to�90 �C to speed the labeling reaction, which
typically is performed for 4min.
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We have developed methods to perform the capillary equivalent of SDS-PAGE on
single mammalian cells [1, 35, 36]. We find that acrylamide is a difficult polymer to
work with; its free radical polymerization is difficult to control in the laboratory.
Instead we have investigated a number of commercially available polymers for the
separation, including polyethylene oxide and the polysaccharide pullulan, for the
separation of proteins froma single cell. These polymers are not crosslinked andhave
relatively low viscosity, so that a cell can easily be aspirated into the capillary.
Separation with buffers containing polymers is called sieving electrophoresis to
reflect the size-based separation mechanism.
The capillary sieving separation of the proteins from a single HT-29 human

adenocarcinoma cell is shown in Figure 4.2. Perhaps 25 components are partially
resolved from this cell. The earliest migrating peaks correspond to low molecular
weight proteins, peptides and biogenic amines. The peak migrating at 24min has a
molecular mass of about 100 kDa. The number of components resolved from this
single cell is similar to the number of bands resolved on a 10-cm SDS-PAGE
separation of the proteins extracted from a few million cells, but less than that
separated by a high-resolution gel.
The dynamic range of the separation is exquisite. The noise in the baseline is

typically a part per thousand or less of themaximum signal. As discussed later, we are
modifying our instrument to incorporate higher sensitivity fluorescence detectors
based on avalanche photodiodes. This improved instrument has a fivefold higher
sensitivity, which will further extend the dynamic range of the instrument.
We worried about contamination of the single cell electropherogram by residual

culture medium. To minimize the amount of culture medium present, we wash the
cells and resuspend them in phosphate-buffered saline. Injection of the cellular
supernatant generates a low amplitude, featureless background signal that does not
interfere with the single cell data.

Figure 4.2 Capillary sieving electropherogram from a single HT-29 cell.
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4.7
Cell Cycle-dependent Single Cell Capillary Sieving Electrophoresis

We generated a number of capillary sieving electropherograms from single HT-29
cells. Those data showed reasonable reproducibility in the migration time for
individual peaks [1]. However, there was a large cell to cell variation in the peak
amplitude, averaging 40% in relative standard deviation. Some components varied in
amplitude by more than an order of magnitude.
We were confident that the cell to cell variation in peak amplitude was not due to

variation in the performance of the electrophoresis or detection system because
replicate injections of the same cellular homogenate generated quite reproducible
peaks. Instead it became clear that the variation in amplitude was associated either
with the cell lysis or was inherent in the cells themselves.
These cells proliferate and a likely cause of cell to cell variation in protein

expression is the phase of the cell cycle. The fluorescence microscope of Figure 4.1
can be used tomonitor the presence of classic cytometry stains used to treat the cells
before analysis. We treated the cells with Hoechst 33 342, which is a vital nuclear
stain. This stain is taken up by living cells and transported to the nucleus, where it
intercalates within double-stranded oligonucleotides. The intercalated dye be-
comes highly fluorescent and the resulting fluorescence intensity can be used to
estimate the DNA content of the cell. Recently divided cells are diploid, with two
pairs of chromosomes, while cells about to undergomitosis are tetraploid, with four
pairs of chromosomes. We use a photomultiplier tube to monitor the fluorescence
signal generated by the Hoechst stain before injection into the capillary for
electrophoretic analysis and we classify cells into G1 and G2/M phase based on
that signal.
Wediscovered that the cell to cell variation inpeak amplitudewas indeeddominated

by the phase of the cell in the cell cycle [1]. On average, cells in the G2/M phase of the
cell cycle generated electrophoresis peaks that were twice the amplitude of cells in the
G1 phase; this result is expected because twoG1 phase daughter cells are produced by
division of one G2/M parent cell. Cells in the G1 phase of the cell cycle generated
electropherograms whose peaks had a 27% relative standard deviation while cells in
the G2/M phase of the cell cycle generated electropherograms with a 20% relative
standard deviation. The majority of the cell to cell variation in protein expression is
associated with differences in the phase of the cell in the cell cycle. Residual cell to cell
variation in protein electropherograms likely reflects differences of the cellswithin the
phase of the cell cycle.
We also performed electrophoretic analysis of an anomalous cell that appeared to

contain six pairs of chromosomes. This hexaploid cell was identified based on its
Hoechst staining characteristics. This cell line has been karyotyped and some cells in
this cell line reveal extra copies of chromosomes. The protein electropherogram of
this single unusual cell wasmore intense than that of other cells and contained one 45
kDa component that was dramatically upregulated compared to G1 and G2/M phase
cells. Analysis of this unusual cell reveals a strength of single cell protein analysis.
Cells with peculiar properties can be plucked for analysis, whereas preparation of a
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cellular homogenate for classic analysis will dilute the signal fromunusual cells to an
undetectable extent.

4.8
Tentative Identification of Proteins in Single Cell Electropherograms

Wenormalized the single cell electropherograms to theirDNAcontent. The resulting
electropherograms did not differ to a large extentwith cell cycle. Only one component
differed at the 99% confidence limit between the G1 and G2/M phase cells [1]. That
component migrated with an apparent molecular mass of 45 kDa, which was the
same as the highly expressed protein in the hexaploid cell.
We worked in collaboration with Ruedi Aebersold and Rick Newitt of the Institute

for Systems Biology to tentatively identify this protein [37]. First, we prepared a large-
scale homogenate of this cell line. Capillary sieving electrophoresis analysis of the
homogenate was similar to the average single cell electropherogram but much
different from electropherograms generated from the cytosolic, membrane/organ-
elle, nuclear and cytoskeletal/nuclear matrix fractions of this cell line. The single cell
analysis appears to sample a homogeneous portion of the single cell�s content.
We next used classic SDS-PAGE to separate the cellular homogenate. Fortunately

the banding pattern was similar to the capillary electrophoresis peaks and we were
able to isolate a 45 kDa band from the gel. We took a portion of the purified proteins
contained within this band and spiked the cellular homogenate before capillary
electrophoresis analysis. The proteins isolated from the 45 kDa SDS-PAGE gel
comigrated with the target 45 kDa peak in the capillary sieving electropherogram.
Whichever cellular component demonstrated the cell cycle dependent change in
expression was present in the 45 kDa band isolated from the gel and in the 45 kDa
peak observed in the single cell electropherograms.
In-gel digestion, liquid chromatographic separation of the extracted peptides, MS/

MS analysis of the peptides and database searching were performed to identify the
proteins present within the 45 kDa band. Five proteins were identified in the band.
However, only one protein was identified frommore than one peptide. That protein,
cytokeratin 18, is the product of one of the most highly expressed genes in this cell
line. It is known to undergo a massive change in phosphorylation state in the G2/M
phase of the cell cycle. Careful inspection of the single cell electropherograms
revealed that the peak corresponding to this component underwent a mobility shift
to faster migration time in the G2/M phase of the cell cycle, consistent with addition
of negatively charged phosphate groups to the protein. It was this mobility shift that
caused the apparent change in amplitude of the 45 kDa component.
This general approachprovides a tedious, but ultimately successful,method for the

tentative identification of proteins present in single cells. In the general case, a library
of proteins is prepared using classic one- (1D) or two-dimensional (2D) electropho-
retic separation of proteins prepared from a large-scale cellular homogenate. The
library is split into twoparts.One part is used to identify the components using classic
mass spectrometric methods and the other is archived in a freezer and used to spike
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CEsamples,where comigration is taken as evidence for the identity of the component
from the single cell. While tedious, this procedure needs to be performed only once
for each cell type. Migration patterns appear to be sufficiently robust in CE that a
single comigration study should suffice for most applications.
The similarity of the capillary sieving electropherograms and the SDS-PAGE

electropherograms is important. The identification of an interesting peak in the
single cell data can be simplified by analyzing the corresponding band in the SDS-
PAGE electropherogram. However, this study points out a limitation of one-dimen-
sional electrophoresis for the analysis of complex proteomes: only a limited number
of components are resolved. A capillary analog of 2D electrophoresis is required to
characterize more fully the proteome of a single cell.

4.9
Capillary Micellar and Submicellar Separation of Proteins from a Single Cell

In the ideal case, the second dimension for protein characterization would be
isoelectric focusing, to provide the capillary equivalent of classic 2D gels. Unfortu-
nately the multiple labeling issue discussed earlier is devastating in isoelectric
focusing, leading to complex and essentially worthless electrophoresis data from
fluorescently labeled proteins [38]. We are not aware of a method to correct for this
effect.
To generate an alternative form of electrophoresis of single cells, we turned in

desperation to a micellar and submicellar electrophoresis [16, 17]. As noted earlier,
the addition of SDS to labeled proteins results in the collapse of themultiple labeling
envelope to a single sharp peak. However, this phenomenon is only of value if the
peaks from different proteins can be resolved. We were concerned that this separa-
tion would not be possible. As reported by Oakes [32] nearly 30 years ago, proteins
take up a saturating amount of 1.4 g of SDS per gram of protein. If that ratio were
accurate, then the charge to size ratio of the SDS-treated protein should be constant.
Electrophoresis in the absence of a sieving medium tends to separate proteins based
on their size to charge ratio, so that we expected poor resolution of proteins in the
presence of SDS and the absence of polymer.
Fortunately this fear was unfounded and we applied the technology to the analysis

of the proteins from single cancer cells and from a single cell embryo [39, 40]. The CE
separation of proteins from a single Caenorhabditis elegans zygote is shown in
Figure 4.3. Sample handling was a challenge in this experiment. It was necessary
to dissect a single worm to isolate eggs. The egg shell was removed with treatment
with chitinase and chymotrypsin before the cell was injected into the capillary and
lysed. Roughly 25 components were partially resolved over a quite wide separation
window.
This wide separation window is consistently observed with different cell types. We

observe that the separation efficiency tends to maximize with surfactant near, but
below, its critical micelle concentration. Although the separation in Figure 4.3 was
performed with a simple sodium phosphate buffer, we have more recently observed
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improved resolution with the addition of alcohol to the separation buffer. We believe
that the alcohol decreases the partitioning of hydrophobic proteins from the surfac-
tant, leading to improved resolution.

4.10
Two-Dimensional Capillary Electrophoresis of Proteins in a Single Cell

Giddings [41] realized that multidimensional separations provide resolution that can
be as high as the product of the resolution of the individual dimensions. For example,
if 32 components can be resolved in one-dimensional separation and 32 components
resolved in another type of separation, the combination of those two methods would
be able, in principle, to resolve 32� 32¼ 1024 components.
Use of conventional two-dimensional gel electrophoresis technology is inappro-

priate for single cell analysis. The minute amount of protein would be severely
diluted. Instead we have developed an automated 2D CE instrument, as shown in
Figure 4.4 [42]. In this instrument, our injection system is coupled to a capillary
sieving electrophoresis column. The cell is injected and lysed and the proteins are
labeled and separated, as in the single capillary system. However, in this instrument,
a second capillary is coupled to the exit of thefirst.When analyte reaches the exit of the
first capillary, power supply 1 is turned off and power supply 2 is turned on. Analyte
present in the interface is injected onto the second capillary, separated by micellar
electrophoresis and detected with our ultrasensitive LIF detector. Once analyte has
been separated in the second capillary, power is briefly applied to the first capillary,

Figure 4.3 Separation of the proteins from a single Caenorhabditis elegans embryo.
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migrating another fraction into the interface for subsequent injection and separation.
This process is repeated for 100–200 iterations, performing a comprehensive
separation of the proteins in a single cell.
This instrument is based on the coupled liquid chromatography/capillary elec-

trophoresis systems developed by Jorgenson�s group in the 1990s [43]. We employ a
simple coaxial transfer interface (Figure 4.5), where the tips of the two capillaries are
separated by about 50mmin a buffer-filled chamber. Electrical connection is provided
to this chamber so that an electric field can be applied across either capillary as
needed. In the figure, a plug of fluorescein is being transferred from the first to the
second capillary.
We have analyzed a number of samples and cell types using this instrument. A 2D

electropherogram of the separation of the proteins from a single MC3T3 osteopre-
cursor cell is presented in Figure 4.6. These cells are associatedwith bone growth and
repair; and they are intermediate betweenprimitive stem cells and fully differentiated
bone.
The data exist in the computer and may be presented in several different formats.

Thisfigure shows the data as an intensity plot, where the density is proportional to the
logarithm of the fluorescence intensity. The image has been overexposed to highlight
some of the lower intensity components present in the sample. However, this
presentation format does not reproduce well the dynamic range of the fluorescence
signal, which extends for nearly four orders of magnitude.
There are two streaks that are present in each sieving electrophoresis fraction, one

at 10 s and the other at 85 s in the micellar electrophoresis dimension. These streaks
are system peaks generated by the difference in buffer composition in the first- and
second-dimension capillaries. We believe that the first component is generated by

Figure 4.4 Two-dimensional capillary electrophoresis
instrument. HV-1 and HV-2 are high-voltage power supplies.
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sieving material that is transferred to the second capillary with each sample. This
material has a different refractive index than the sheath buffer. The laser beam can be
scattered by this refractive index inhomogeneity, which results in the observed signal.
The second streak is of much lower amplitude and represents a minute amount of
scattered light, likely due to the presence of small ions used to prepare the buffers.

Figure 4.5 Coaxial sample interface. A fluorescent microscope is
used to image the transfer of a plug of fluorescein between
two capillaries (see color insert).

Figure 4.6 Intensity image of the two-dimensional
electropherogram generated from a single MC3T3 cell.
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The intensity plot of Figure 4.6 does a poor job of displaying relative abundances.
We instead prefer to use a landscape format to present thedata as shown inFigure 4.7.
The streaks that extend across the image are resolved into a set of ridges. The highest
amplitude component that migrates at lowmolecular mass generated a fluorescence
signal that saturated the detector.Unfortunately the lowmolecularmass components
are poorly resolved by this micellar electrophoresis buffer system.
We are investigating different micellar and submicellar buffer systems to better

resolve the complex protein content of a single cell. Once a satisfactory buffer system
is available, we will begin the process of tentatively identifying components in the
electropherogram. We will perform classic 2D gel electrophoresis on a cellular
homogenate and we will excise spots for mass spectrometric identification. As in
our 1D capillary sieving electrophoresis experiment, we will spike the sample before
2D electrophoresis to perform comigration analysis. We will employ a combinatorial
spiking protocol to speed the identification of peaks.

4.11
Single Copy Detection of Specific Proteins in Single Cells

The multidimensional CE system has detection limits of a few thousand copies of
many proteins. We are modifying the instrument by replacing the photomultiplier
tube with a single-photon counting avalanche photodiode. This photodetector has a
fivefold higher quantum yield, which will result in a modest improvement in
detection limit. This improved instrument will certainly have many applications in
both basic and clinical studies.
However,many researchers are interested in the study of proteins that are expressed

at very low levels. The chemical labeling approaches that are currently available do
not provide that capability. We are developing genetic engineering and improved
instrumentation to detect and count single copies of a specific protein in a single cell

Figure 4.7 Landscape view of the data presented in Figure 4.6.
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and to monitor the post-translational modifications of that protein. We believe that
this technology will have wide application, particularly in the basic sciences.
One serious challenge in the studyof a single, specific protein at lowcopy levels is the

signal generated by all of the other proteins present in the cell. Clearly the isolation of a
specific protein at very low levels from the complex mixture produced by chemical
labeling is unacceptable. In principle, it may prove possible to use a highly fluorescent
antibody to tag the protein of interest. Instead we rely on genetic engineering to fuse
green fluorescent protein (GFP) to the protein of interest. This genetic engineering
step has the advantage of being highly specific to the target protein, albeit with the
disadvantage of requiring biochemical steps not available in all laboratories.
An electropherogram of the Gal4/GFP fusion expressed in yeast is presented in

Figure 4.8. The bottom tracewas generated fromawild-type yeast lysate, while the top
was generated from the genetically modified organism, which expresses the Gal4/
GFP fusion. The wild-type yeast shows several autofluorescent components that
migrate around 4min; these components are likely endogenous flavins. A part per
trillion contamination of the protease inhibitor generates a peak at 2.5min. TheGal4/
GFP fusion creates a set of three peaks that migrate between 3.0min and 3.5min
after injection. The first peak comigrates with GFP itself and is likely the proteolytic
product, where the Gal4 protein has been fully digested, leaving only the tag. The
second and third peaks are different phosphorylation states, presumably of the intact
fusion protein. Treatment with alkaline phosphatase increases the amplitude of the
last peak, which is consistent with removal of a negative charge from the protein.
We have recently begun to investigate detection of GFP in single yeast cells. The

walls of these cells are quite robust and resist lysis with simple SDS treatment. We
employ a series of enzymatic steps to degrade the carbohydrate and proteinaceous

Figure 4.8 Capillary electrophoretic separation of the Gal4/GFP
fusion protein from a yeast homogenate.
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components of the wall before lysis. Figure 4.9 presents an electropherogram
generated from a single control yeast cell (bottom) and a single engineered cell
(top). In this case, the cell had been genetically engineered to express GFP under
control of the Gal1 promoter. The cell was grown in the presence of galactose, which
resulted in the expression GFP in the single cell.
Single molecule detection has been reported for GFP that is immobilized in a thin

gel film and illuminated for long periods under a microscope [44]. Unfortunately
simple microscopic detection provides no information on the post-translational
modifications of the molecule; in the worst case, the fusion protein may be
proteolytically digested, leaving only the GFP tag.
The photophysics of GFP is rather complicated, which makes its detection more

challenging in a flowing system as in CE. We use a number of conventional
modifications to the instrument to optimize detection of GFP. We minimize the
detection volume by tightly focusing the laser beam and by use of a small diameter
separation capillary. We optimize the laser power, which is near the photobleaching
level for themolecule.We use a high-sensitivity photodiode for detection.We sample
the photodetector output at a rate thatmatches the transit time of amolecule through
the laser beam. The result is detection of single molecules of GFP with a signal to
noise ratio of about 3, as shown in Figure 4.10.
Themolecule generates a burst offluorescence as it passes through the laser beam.

This burst is a millisecond in duration and is detected above the fluctuations in the
background signal. We are in the process of modifying our instrument to improve
the signal to noise ratio for single molecule detection and we are investigating
improvements to the cell lysis conditions. This combination shouldmake routine the
characterization of GFP–fusion proteins expressed at extremely low levels.

4.12
Conclusion

Analysis of the protein content of a single mammalian cell is a formidable challenge.
Most proteins are present at the zeptomole level and their separation and

Figure 4.9 Separation ofGFP expressed under the control of theGal1 promoter in a single yeast cell.
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identification push analytical capabilities to the limit. We have developed instru-
ments that allow us to generate 2D electropherograms of the protein content from
single mammalian cells and to detect and characterize extremely low levels of
specific proteins in yeast and other systems that may be genetically engineered.
These systems are in their infancy and many years of work will be required to

optimize their performance and evaluate their utility. We certainly need to improve
the resolution of the electrophoretic separation.We need to improve the sensitivity of
the 2D electrophoresis instrument to detect proteins expressed at lower levels. We
need to demonstrate the tentative identification of a significant fraction of the
components in our 2D single cell electropherograms.
Nevertheless, these preliminary results hint at the power of single cell proteomics.

We envision applicationswherewemonitor the evolution of protein expression at the
single cell level during development and differentiation and in response to specific
stresses and hormones. We have begun a number of collaborations to monitor the
changes in protein expression associated with cancer progression and viral infection.
We are interested in the behavior of extremely rare regulatory proteins associated
with regulation of the cell cycle.
As should be obvious from the success of the Human Genome Project, new

science flows from the development of new technology. Unfortunately a number of
federal funding agencies, particularly those programs with a mandate to support
innovative molecular analysis technologies, have been unable to provide continued
support for this project. New technology can be brought to maturity only with
sustained support.

Figure 4.10 The photon burst generated by a single molecule of
GFP migrating from a capillary electrophoresis column through
an ultrasensitive laser-induced fluorescence detector.
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5
Protein Analysis of Single Cells in Microfluidic Format
Alexandra Ros and Dominik Greif

5.1
Introduction

Single cell analysis allows individual expression studies which are not limited by
ensemble averaging effects from cell cycle-dependent states, the different and
inhomogeneous cellular response to external stimuli, or the introduction of
genomic and proteomic variability during cell proliferation. In ensemble experi-
ments, those influences are difficult to address, because the measurement of the
individual cellular response is lost in the bulk average. Furthermore, experiments
show that significant cellular phenotypes are only resolvable when studying single
cells, emphasizing the importance of studying individual cells rather than hetero-
geneous populations [1]. Single cell analysis within the framework of systems
biology and proteome research requires separation and detection techniques which
are effective, sensitive and quantitative. Microfluidic devices have the potential to
fulfil these requirements, which is impressively demonstrated by the transfer of
proteome-relevant separation techniques to the microfluidic format, such as gel
electrophoresis, isoelectric focusing and two-dimensional separation techniques
for proteins [2–5].
Furthermore, sensitive detection techniques such as laser-induced fluorescence

(LIF), electrochemical detectors and mass spectrometry (MS) can be coupled to the
microfluidic format. MS represents probably the most relevant detection technique
for proteomic research. State of the art concepts for microchip–MS coupling rely
on electrospray ionization (ESI) and were recently summarized [6]. This high po-
tential of microfluidic systems for proteomic research is intensifying interest in
cellular analysis within microfluidic chips. Several studies focus on subjects such as
mechanical or dielectrophoretical cell manipulation or flow cytometry [7], as well as
cell culture and subsequent analysis of cell compounds [8, 9], thereby handling cell
cultures on the level of 103 cells. However, microfluidic devices capable of analyzing-
ing single cells were only recently been demonstrated and are the subject of the
present chapter.

Single Cell Analysis: Technologies and Applications. Edited by Dario Anselmetti
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For single cell analysis, microfluidic devices with characteristic length scales of
10–100mm are predestined due to typical cell dimensions of several microns. In
order to significantly contribute to proteomic research, low-abundance proteins with
copy numbers <105molecules in a single cell must be detectable. This would require
detectors with a sensitivity in the range less than 100 nM considering 105 molecules
in a typical eukaryotic cell of 10mmdiameter (corresponding to a volume of 1 pL) [10].
This makes clear that single cell analysis in microfluidic format demands new
techniques for efficient and sensitive separation and detection.
Microfluidic devices further provide the advantage of adapting the channel

dimension to the particular cellular system that is subject of investigations. Thus,
the dilution of cellular components can be minimized, which is an important issue
due to the extremely low detection sensitivity required. Combining single cell
analysis with rapid prototyping techniques such as molding with elastomers further
allows for simplified experimental access to the tailored adjustment of microfluidic
dimensions within the framework of the specific analytical problem.
LIF detection is a sensitive detection technique which integrates very successfully

into microfluidic or capillary based separation devices. Concentration limits in the
picomolar range are frequently achieved, rendering this technique suitable for single
cell analysis. Thus single cell analysis wasfirst demonstratedwith LIFdetection in the
visible range. First single cell fingerprinting with capillary sieving electrophoresis in
one-dimensional [11, 12] and two-dimensional formats [13] using a fluorescent
protein stain was pioneered by the group of N. Dovichi. The first examples for
single cell analysis inmicrofluidic device format were explored for the separation and
detection of fluorescent dyes [14, 15] with LIF detection. The latter detection
technique was also employed for the determination of reactive oxygen species [16]
and glutathione in single erythrocytes [17, 18]. Enzymatic productswere also detected
after cell lysis in microfluidic devices from single leukaemia cells [19] with LIF
detection. Alternatively electrochemical detection represents a label-free detection
method for electroactive species. This detectionmethodwas used for the analysis of a
specific small peptide [20] and a vitamin [21] from single cells inmicrofluidic devices.
More recently, methods for the analysis of proteins from single cells have been

demonstrated combining on-chip cell lysis and electrophoretic separation of
proteins with subsequent detection in the visible range by LIF [10, 22, 23]. While
LIF in the visible range requires adequate on-chip or off-chip labeling steps for the
cell component of interest, LIF detection in the UV spectral range allows direct
label-free detection of proteins. However, label-free UV-LIF was only recently
demonstrated in microfluidic devices [10, 24] and, based on these results, the first
label-free single cell protein electropherograms were reported [25]. This chapter
presents the necessary microfluidic operations for the protein analysis of single
cells, such as the selection, navigation and deposition of single cells in particular
microfluidic environments, but also the cell lysis and subsequent separation and
detection of proteins. The sensitive LIF detection of proteins originating from
single cells in the visible range together with the label-free LIF detection in the UV
range is discussed and future aspects of single cell analysis inmicrofluidic systems
are addressed.
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5.2
Microfluidic Single Cell Analysis Concept

In order to perform single cell analysis in microfluidic format, one has to design a
device inwhich a single cell fromagivenpopulation canbe selected and subsequently
brought into a position inwhich the desired analysis can be carried out. This position
should create a trap for a single cell, so that further fluid manipulation can be per-
formed, such as delivery of external stimuli or lysis reagents. Adequate valves and
pumps need further to be integrated if such additional fluidic operations around
the single cells are desired. In a minimal approach, the cells can be trapped in a
geometrical manner which allows fluid manipulation without displacement of the
cells from their position. A subsequent cell lysis step at a desired time further exposes
the cell content to the fluidic environment and allows for analysis of these contents in
solution, by employing adequate separation principles and detectors.

5.2.1
Single Cell Selection and Trapping

One approach to achieve microfluidic single cell analysis is demonstrated in
Figure 5.1a. The simple microfluidic device consists of four linear channels which
create the cell injection position at the intersection. This position is bordered by posts
acting as physical traps for the cells due to gap distances which are smaller than the
diameter of the cell of interest. These posts extend over the entire depth of the
microchannel but allow further fluid access into all channels (see Figure 5.1). Such
geometrical trapping can also be performed by a gentle suction of cells at micro-
channel constrictions which are smaller than their diameter. Suction can be per-
formed via the application of negative pressure or hydrodynamically. Thesemethods
were demonstrated to operate well for single cell electroporation [26, 27] or pulsed
delivery of reagents to single cells [28]. There are several alternative methods to trap
single cells in microfluidic devices which do not necessarily rely on geometrical
trapping. Other possibilities arise from dielectrophoretic trapping, incorporation
into fluid droplets, hydrodynamic focusing or the use of on-chip valves and pumps.
The state of the art of these methods was recently reviewed [29].
A critical step in single cell analysis results from the selection of the cells to be

analyzed. Microfluidic single cell analysis is in its origin and the large-scale
parallelization of this technique has yet to be demonstrated. Therefore, the selection
of individual cells of interest from a cell population remains an important step. The
following example illustrates the importance of such a selection step. Given that the
expression of afluorescent fusionprotein is being studied on the single cell level, only
cells with this particular fusion protein are of interest. A preselection step is highly
desired, if one recognizes that gene transfection efficiencies resulting in cells which
express the fluorescent fusion protein can vary significantly (between 20–50%). It is
clear that randomly selecting single cells would lead to irrelevant data acquisition
of up to 80%. Figure 5.1b demonstrates a bright field and a fluorescence image of a
subpopulation of Spodoptera frugiperda (Sf9) insect cells. Comparison of the two
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images clearly shows that only a subfraction of the population exhibits thefluorescent
fusionprotein. A selection step prior to analysis thus provides for theminimization of
redundant data collection.
A single cell microfluidic analysis approach with a preselection step is given in

Figure 5.1c (steps 1 to 4). A cell ensemble is suspended in the sample reservoir of a
microfluidic system. In step 1, the cell selection is performed by capturing a single
cell of interest bymeans of optical tweezers (OT). In optical tweezers, a highly focused
laser beam creates attractive forces in the piconewton range which are capable of
holding spherical dielectric particles, such as biological cells, in so-called optical
traps. In step 2, the selected cell is navigated – while being optically trapped by the
OT– along the microchannel to an intersection of two channels, which is structured
by posts. After release from the OT, the cell is trapped physically at this channel
intersection. In step 3, the cell is lysed at the intersection position. Subsequent
electrophoretic migration leads to the transport and separation of the protein com-
ponents of the cell which are detected by an adequate detector downstream from the

Figure 5.1 (a) Scheme of a microfluidic device
for single cell analysis: it is composed of four
channels, creating an intersection, which serves
as the cell trap. (b) Comparison of fluorescence
and bright field microscopy images of a
subpopulation of Sf9 cells. Clearly, only three of
the seven cells (captured as a whole) express the
fluorescent fusion protein. (c) Steps 1 through 4
of the single cell microfluidic analysis concept,
which is mainly discussed in this chapter. It
consists of a selection step via anOT (step 1), the
OT navigation through a microfluidic channel

until the geometrical cell trap is reached (step 2).
In step 3 the single cell is lysed and subsequently
the protein content is analyzed downstream the
channel after electrophoretical separation of the
protein compounds. The red cone schematically
shows the laser beamwhich is focused via a high
numerical aperture objective to create the optical
trap. Typically, in single beam optical tweezers
Nd : YAG lasers at awavelength of 1064 nmand a
power of 1W can be employed (see for example
Ref. [48]).
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separation channel in step 4. In this contribution we focus on laser induced fluo-
rescence (LIF) detection of proteins from single cells in amicrofluidic device format.
Other methods capable of the detection of proteins in solution, such as electrochem-
ical detection, can also be coupled to this single cell analysis approach. However, all
experimental results presented within this chapter (see Sections 5.2.2 and 5.3) are
based on the above-stated single cell analysis concept with OT preselection.

5.2.2
Single Cell Lysis

Cell lysis can be performed via several procedures, such asmechanical, chemical and
electrical methods. In microfluidic systems, however, only the latter two methods
are straightforward to integrate (for a schematic of these methods see Figure 5.2a).
Inmicrofluidic applications, electroosmotic bulk flow is a versatile method to deliver
cells and analyte volumes tomicrofluidic channels via electrical fields. This is usually
performed though the application of (high) voltages to electrodes in the microfluidic
reservoirs at the end of the channels. Thus the integration of electrical lysis due
to a high voltage pulse is already provided by the experimental setup. Also chemicals
can be delivered via hydrodynamic or electroosmotic pumping over trapped and
immobilized cells. The literature reports the chemical lysis of cells with ionic

Figure 5.2 (a) Schematic of the cell lysis process
at a geometrical cell trap in amicrofluidic system.
(i) The cell is lysed via a high voltage electrical
pulse (�1000 V/cm, >50ms). (ii) The cell is lysed
with a chemical lysis reagent. (b) Chemical lysis
of a single Sf9 cell in a microfluidic device with
subsequent downstream visible LIF detection of

the fluorescent GFP-fusion protein. Cell lysis was
performed with 0.5% SDS in approximately 5 s.
(c) Electrical lysis of a single Sf9 cell with an
electrical pulse of 50ms at 1250 V/cm and with
subsequent downstream visible LIF detection of
the fluorescent GFP-fusion protein. (b) and (c)
were adapted from Refs. [22, 10].
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detergents, such as soldium dodecyl sulfate (SDS) [10, 30], or nonionic detergents,
such as n-dodecyl-b-D-maltidose (DDM) [23]. Insect cells can typically be lysed in a
few seconds when exposed to detergent solution. In contrast, electrical lysis employ-
ing short, high-voltage pulses can result inmuch shorter lysis times, in the order of a
few milliseconds [22]. For example, applying high-voltage pulses (typically 50ms,
� 1000V/cm) results in the fast lysis of Sf9 cells in a microfluidic injection position.
Figure 5.2 demonstrates the detection of the fusion proteine T31N-GFP in single Sf9
cells, both with chemical lysis (Figure 5.2b) and with electrical lysis (Figure 5.2c),
followed by electrophoretic transport of the protein component to a fluorescence
detection position several millimeters downstream from the lysis position. It is
interesting to note that the detected fluorescence signal reflects the different
fluorescence intensities of GFP in the two cells (see microscopy image insets in
Figure 5.2b, c). Note that those cells were selected via fluorescence inspection from a
cell suspension at the entrance of a microchannel via OT and then brought into the
lysis position within the microfluidic device (as described in Chapter 2.1).

5.3
Single Cell Electrophoretic Separation and Detection of Proteins

As outlined in the introduction to this chapter, the analysis of the protein content or the
proteome of a single cell in comparison to other cells in a population remains a very
important and challenging task. In order to obtain a quantitative signal from a single
protein, it has to be differentiated from all other protein species. A biologically elegant
way to do so is by labeling a specific protein, thus creating a fusion protein via
modifying the gene expression of a cell line. Frequently fusions with proteins that
exhibit native fluorescence in the visible range are employed, such as GFP and GFP-
related proteins which exhibit related fluorophores, such as the yellow fluorescent
protein (YFP). This allows the study of the variation in expression levels of a single
fusion protein in the cell by means of the fluorescence signal of this specific protein.
However this technique is not capable of capturing more complex variations within a
groupor subgroupofproteins ormetabolites ina specific cell, such as thedifferences in
a biological intracellular signal transduction pathway. Moreover in order to capture a
fingerprint of a biological cell�s protein content, a variety of proteins has to be studied at
the same time. Either this would require tagging each protein with a specific label,
which isnot easy to achieve givenhundredsor thousands of different protein species in
a single cell. Or the desired information could be provided by labeling all proteins with
the same label or function that allows their detection combined with an efficient
separation and sensitive detectionmethod. Such a labelingprocedurewas, for example,
recently described by Sun et al. with liposome fusion [31], which allows the specific
delivery of a nonspecific fluorescent protein label to cells in microfluidic systems.
The most interesting way of analyzing the complexity of proteins in single cells

is the label-free detection of those proteins. This can be achieved by analyzing
intrinsic protein labels, such as the fluorescence arising from the three amino acids
tryptophane, tyrosine and phenylalanine. Thus employing sensitive laser-induced
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fluorescence detection is one way to address the entirety of the proteins of a single cell.
Statistically nearly every protein contains one of these amino acids, such that a sensitive
detection of their fluorescence emission in the UV range between 280nm and 350nm
represents a feasible approach for studying protein composition in single cells.
In this section, two approaches for single cell electropherograms in microfluidic

format are presented: First, the separation and detection of fluorescent fusion proteins
in the visible range by LIF and, second, the detection of native, nonlabeled proteins
from single cells by LIF in the UV range. The experimental approach is realized in
microfluidic systems with high UV transparency, fabricated in polymer and quartz-

Figure 5.3 Schematic illustration of the LIF
detection for single cell analysis realized on an
inverted microscope: For excitation in the visible
range a laser line of 488 nm from an Arþ laser is
coupled into the rear port of themicroscope. The
inset demonstrates a photograph of the
completely assembled microfluidic device for

single cell analysis mounted on amicroscope x/y
table. For LIF in the UV range, the optical path
was adequately selected for high UV
transmission. Filters, mirrors and dichroic were
adopted for the excitation wavelength of 266 nm
and tryptophan fluorescence characteristics.
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based devices. The detection is performed on an inverted microscope equipped with
adequate optics for the excitation light and emission wavelengths in the visible or UV
range. Figure 5.3 gives an overview scheme of the applied optical setup.

5.3.1
Label-Based Fluorescence Detection

As demonstrated above, signals from fluorescently labeled proteins can be obtained
by microfluidic single cell analysis after cell lysis and downstream transport of the
analyte to a detection position. Further as recently demonstratedwith LIFdetection in
the visible range in microfluidic systems [32], a detection limit in the femtomolar
concentration range can be achieved which is thus adequate for the detection of low-
abundance proteins in single cells. Such proteins with copy numbers of <105 are
found in single cells in concentrations smaller than 100 nM (see also Introduction). It
is thus very interesting to investigate whether the single cell microfluidic approach
can also provide for the separation offluorescent proteins fromsingle cells. Figure 5.4
provides a first example for the separation of two protein species from a single Sf9
cell [22]. These cells expressed a GFP and a YFP fusion protein, namely the proteins
Pep12-YFP (�50 kDa) and g -PKC-GFP (�105Da). GFP and YFP have slightly dif-
ferent fluorescence excitation and emission maxima. However they can be detected
simultaneously with adequate opticalfilters. In Figure 5.4, one can clearly observe the

Figure 5.4 Single cell electropherogram of a Sf9 cell expressing
both Pep12-YFP and g -PKC-GFP recorded at 15mm separation
distance (separation buffer: 4%Pullulan, 1%SDS, 0.1%POP-6 (v/
v), 100mM CHES/TRIS). Clearly, the electropherogram
demonstrates twopeaks for the two fluorescent proteins in the cell
(adapted from Ref. [22]). Channels were pretreated with a block
copolymer (F108) prior to electrophoretic analysis.
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separation of these two protein species from a single Sf9 cell, which was recorded
downstream subsequently to a chemical lysis procedure with SDS and the electro-
phoretical separation of the two species in a sieving buffer. It is clear that the
separation and injection parameters further need to be improved. However this
result demonstrates the feasibility of thismicrofluidic single cell approach for protein
detection from single cells after cell lysis, thus providing a snapshot of the protein
content from single cells at a precise time.

5.3.2
Label-Free Fluorescence Detection

5.3.2.1 UV-LIF in Quartz Microfluidic Devices
In a microfluidic format, the detection of proteins via their intrinsic fluorescence
properties of the three fluorescent amino acids can only be carried out in optically
suitablematerialswith lowbackgroundfluorescence in theUVrange. Thematerial of
choice thus remains fused silica, which results in significant costs for microfluidic
device fabrication. Fused silica is a common material in conventional capillary
electrophoretic applications and several native LIF approaches have been described
in the past. In 1992, Yeung and coworkers pioneered a LIF detection method with
275 nmexcitation light provided by anArþ laser with picomolar detection limits [33].
This method further served for the exocytose monitoring of single mast cells [34] as
well as for the separation of hemoglobin variants in red blood cells [35]. Exploiting
alternative laser systems, nanomolar detection limits for Trp [36, 37], peptides [38]
and proteins [39] were reported.
In microfluidic systems, label-free LIF detection of proteins in the UV range was

reportedwith an excitationwavelength of 266nm.Belder et al. demonstrated an almost
micromolar detection sensitivity with standard proteins [24]. Here, the separation of
marker proteins in a quartz microfluidic chip designed for single cell trapping, lysis
and electrophoretic detection was studied. The quartz microdevices were produced
by dry etching, resulting in highly UV-transparent microfluidic channels and thus
minimized backgroundfluorescence. Figure 5.5a demonstrates the separation of three
proteins with nearly baseline resolution. The injected sample mixture consisted of the
three proteins, namelya-chymotrypsinogenA (type II frombovine pancreas,�25kDa,
with 8 trp), albumin (from egg, �45 kDa, with 3 trp) and catalase (from bovine liver,
�240 kDa, with 24 trp) at a concentration of 1mg/mL each. These results demonstrate
that quartzmicrofluidic devices represent a suitable basis forUV-LIFof native proteins.
However, users have to consider relatively high production costs.

5.3.2.2 UV-LIF in PDMS Microfluidic Devices
Poly(dimethylsiloxane) (PDMS) is a frequently used polymer for microfluidic in-
vestigations. It is particular interesting for cellular microfluidic analysis, as this
material is air-permeable and thus allows cell culturing on-chip as well as optimized
cell handling due to minimized effects of O2 depletion. PDMS device fabrication
known under the synonym soft lithography is further particularly simple to operate.
Given a microfabricated master structure with the negative relief of the desired
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microfluidic system, replica molding can be performed under standard dust-free
laminar flow conditions. This technique is therefore accessible to most laboratories,
including biology laboratories, where single cell analysis is expected to have its most
widespread future applications. A typical work flow for PDMS fabrication is given in
Figure 5.6, which is adapted fromRef. [40]. Briefly a siliconewafer is spin-coatedwith
a negative tone photoresist and subsequently exposed to UV through a chromium
mask with the desired layout. After developing and hard baking, a master wafer with
the negative relief structure is created, the surface of which is treated with a silane

Figure 5.5 (a) Separation ofa-chymotrypsinogen A, albumin and
catalase (at 0.1mg/mLeach) in the separationbuffer (10mMTris,
pH¼ 8.2 and 0,1% DDM as dynamic coating reagent) at a
separation voltage of 330 V/cm on a whole body quartz chip. (b)
Electropherogram of 100 nM injected Trp solution in a PDMS
microfluidic chip with carbon black in the PDMS bulk for the
reduction of background fluorescence.
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reagent to enable repetitivePDMScasting. For thePDMSmold, the base polymer and
its curing agent are mixed in a ratio of 10:1 and poured over the master wafer. After
curing, the PDMS slab containing the microstructures is peeled off the wafer and
reservoir holes are punched for fluid access. To provide an irreversible and tight seal,
the PDMS slab and a cover slab are exposed to an oxygen plasma [28]. This treatment
also renders the PDMS channel walls hydrophilic, which facilitates filling with
aqueous solutions. Once the two exposed surfaces are brought into contact, an
irreversible seal is formed. For details on PDMS technology and soft lithography, the
reader is referred to comprehensive review articles [41–43].
Two main characteristics of PDMS have to be controlled for single cell elec-

trophoretical separations with UV-LIF detection. First, the surface characteristics
of PDMS microfluidic systems significantly influence electroosmotic flow and anal-
yte adsorption in separation experiments. Thus both these properties have to be
controlled via adequate surface coatings. Several studies indicated that both dynamic
and static surface coatings are suitable to reduce electroomotic flow and analyte
adsorption. Among them, poly(ethylene glycols) (PEG) have been studied in detail,
demonstrating the successful reduction of electroosmotic flow as well as protein

Figure 5.6 Scheme of the workflow for PDMS
molding. First, amaster wafer fromwhich PDMS
microstructures are molded is created (a–c). (a)
The negative tone photoresist SU-8 is spin-
coated onto a flat wafer. (b) The photoresist is UV
exposed through a photomask with the
predesigned microfluidic layout. (c) The
photoresist is developed and cured to create the
negative relief structure on the master wafer. (d)

The PDMS mold is subsequently fabricated by
pouring the base polymer with its curing agent
on the master wafer. (e) The rubber-like
elastomeric slab with the microfluidic structures
is peeled off the master wafer. (f) After punching
reservoir holes for fluid access (not shown) the
PDMS microfluidic structure is sealed with a
second slab of quartz or PDMS.
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adsorption in static coatings, that is pretreatmentmethods [44]. Detergentmolecules
used in dynamic coatings, that is constantly providing the surface treatingmolecules
during the experiment within the separation buffer, also serve as a suitablemethod to
control PDMS surface characteristics within microfluidic systems [45].
Second, the background fluorescence of PDMS has to be considered. Although

PDMS is highly transparent in the UV range, particular care has to be taken for
excitation wavelengths below 300 nm. It can be demonstrated that PDMS back-
ground fluorescence is significantly reduced by the use of adequate optics in
microfluidic systems [25]. Another elegant way to reduce undesired background
fluorescence was recently demonstrated with the incorporation of carbon black
particles in the bulk PDMS. Figure 5.5b demonstrates the successful injection and
detection of 100 nM trytophan, indicating a theoretical detection limit of 25 nM [25].
The significant decrease in background fluorescence combined with adequate
surface treatments thus approaches the detection limit to the anticipated sensitivity
necessary for the detection of even low-abundance proteins in single cells. This
demonstrates that such PDMS elastomer-basedmicrofluidic systems are suitable for
sensitive LIF detection of proteins in the UV range.

5.3.2.3 Single Cell UV-LIF Electrophoretic Analysis
The above findings demonstrate that detection sensitivities in the nanomolar range
can be obtained in both quartz and PDMSmicrofluidic devices. It is now interesting
to study whether protein signals can be detected from single cells. Therefore
experiments were conducted with single Sf9 cells in microfluidic layouts, as given
in Figure 5.1. According to the optimizedfluorescence of tryptophanwith the highest
quantum efficiency of the three fluorescent amino acids, rather basic conditions
should yield highest fluorescence signal. The single cell electropherograms were
therefore performed at pH11. Figure 5.7 exemplarily shows two examples for single

Figure 5.7 (a, b) Baseline corrected
electropherograms from single Sf9 cells with
native UV-LIF detection (lex¼ 266 nm).
Channels in the PDMS device with a quartz
detection window were coated with F108 prior to
single cell analysis (separation buffer: 100mM

Tris, 100mM CHES, 4% Pullulan, pH¼ 11.0).
The quartz window was incorporated in the
microfluidic system via processing a 200mm
thick quartz slab onto the master wafer during
the PDMS curing process.

102j 5 Protein Analysis of Single Cells in Microfluidic Format



cell electropherograms from single Sf9 cells, where �50 peaks could be resolved.
Note that these electropherograms were recorded with a PDMS microfluidic chip
with a quartz detection window, providing even for a reduced fluorescence back-
ground at the detection position compared to microfluidic channels fabricated in
PDMS only. These experiments clearly demonstrate that the microfluidic single cell
analysis method combined with an electrophoretic separation of the protein content
after cell lysis provides an interesting and powerful tool to study protein expression in
single cells. This technique further opens the way for protein fingerprinting from
single cells in the future.

5.4
Future Directions in Single Cell Analysis

Single cell analysis of the cell components after decomposing lysis still currently
lacks statistically relevant data. To overcome this limitation, it will be necessary in the
future to parallelize single cell analysis on microfluidic platforms. For this purpose,
single cell selection and trapping must be developed to allow parallel analysis of up
to 100 or more single cells on a microchip. There are several techniques which can
be further studied in order to fulfil these requirements. One approach relies on OT
technology, in which multiple trap OTs could be designed, able to select several cells
in one step. Multiple trap OTs have already been developed [46] and have been
realized, for example inmultifocalmicroscopy or via holographic optical traps. Their
application in microfluidic systems seems straightforward, as the use of OTs has
already been proven to be compatible with single cell analysis in microfluidic
format. Promising approaches for parallelization also originate from other physical
cell trapping principles, such as dielectrophoresis, hydrodynamic trapping or cell
suction atmicrofluidic constrictions. All these approaches have proven their success
in single cell trapping; however their use in highly parallelized devices has yet to be
demonstrated. This seems mainly be limited by the complexity of microfluidic
operations, which however could be solved by more input from electrical and
mechanical engineering knowledge into the interdisciplinary field of single cell
analysis.
Another interesting approach for single cell analysis results from a recently

demonstrated technique, in which the abundance of protein species, that is the
number of proteinmolecules, can be counted in single cells [23]. Future development
of this method and combination to parallelized single cell analysis will provide a
powerful tool for single cell analysis in proteomic research and systems biology.
Furthermore MS represents an important method for the analysis of a variety of
molecule classes for cellular analysis, such asmetabolites, carbohydrates or proteins.
MS not only allows for a label-free identification via precise mass detection of these
analytes but can also provide for structural analysis, for example for the identification
of biological alterations such as post-translational modifications of proteins or met-
abolic changes. The sensitivity of mass spectrometers depending on the detection
technique and the scanning principle lies between 1000 and 100 000 molecules [47].
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Further, MS analysis can be performed on single cells [47] and the coupling of
microfluidic separations with MS detection has also been reported [6]. Both online
electrospray ionization (ESI) as well as offline matrix assisted laser desorption
ionization (MALDI) MS coupled to microfluidic analysis are possible. It thus seems
that only a matter of time and thorough experimental skills are needed to achieve
single cell analysis in microfluidic format with MS detection. This would make a
considerable contribution to the field of single cell analysis for proteomics and
systems biology.
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6
Single Cell Mass Spectrometry
Elena V. Romanova, Stanislav S. Rubakhin, Eric B. Monroe, and Jonathan V. Sweedler

6.1
Introduction

Single cell mass spectrometry (MS) has become a significant subfield of bioanalytical
microanalysis, contributing to multiple discoveries including the characterization of
large numbers of cell–cell signaling molecules. This chapter briefly reviews a variety
of mass spectrometric approaches to examining the single cell and highlights
progress in the analysis of individual cells using this important methodology.
Whereas themicroanalysisofcells isnormally thoughtofasafairlynewresearcharea,

a general scientific interest in the study of individual cellsmayhave been sparked by the
work of Anton van Leeuwenhoek (1632–1723) [1, 2]. A Dutch tradesman and scientist,
vanLeeuwenhoeksubstantiallyimprovedthequalityofprimitivemicroscopelenses,and
was the first to observe and describe �animalcules,� live unicellular algae and protozoa
(1674) and bacteria (1683). In 1838–1839, zoologist Theodor Schwann and botanist
Matthias JakobSchleiden summarized theirownfindingsandobservationsof othersby
suggesting that cells constitute the basic units of structure in living organisms [3]. The
quest for understanding cellular biology and function at the single cell level had begun.
Early research to examine single cells concentrated on developing and optimizing

tools to enable the visualization of cellular morphology, subcellular components and
cell division. Perhaps the first chemical information from single cell studiesmay date
as far back as 1878 when young Paul Ehrlich presented his groundbreaking work on
the identification of mast cells by applying specific histochemical reactions [4]
(reviewed in Ref. [5]). However it was not until the 1950s that the chemical content
of individual cells started to be probed by more modern analytical technologies.
Methodological developments in the 1970s, characterized by improved staining
techniques and better methods for labeling and tracing compounds, permitted
exploration of the cell–cell interactions that underlie complex physiological func-
tions. These direct chemical assays evolved using a variety of approaches, including
separations and spectroscopic methods, to probe a range of analytes found in single
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cells [6–8]. MS played a role in this chemical characterization process, initially with
techniques that probed smaller molecules and inorganic ions [9]. The utility of MS
greatly increased in the late 1980s following breakthrough developments in soft
ionizationmethods for large biomolecules by Tanaka [10], Fenn [11],Hillenkamp and
Karas [12].
Currently a suite of analytical techniques is available to undertake the discovery of

biochemical organization and the molecular identity of cells. When combined with
gene expression data and physiological activitymeasurements from cells, MS reveals
much about complex signaling processes between and within cells that impacts the
activity of an organism as a whole.

6.2
Considerations for Single Cell Chemical Microanalysis using Mass Spectrometry

The cell is often thought of as the most fundamental component of an organism.
Recognizing the similarities and differences between distinct cells, each specialized
for a specific role within the organism, can lead to unique insights into the
functioning of an entire system. Even in the mammalian brain, which contains
trillions of cells and demonstrates a high level of redundancy, stimulation of a single
neuron can evoke a complete motor action (e.g. whisker movement [13]). Thus,
investigating the chemical similarities and differences between the cells in the brain
is clearly an important research area.
Due to the inherent complexity of biological tissues, the chemical analyses of

proteins, peptides, lipids and metabolites at the system level is challenging. If only a
small population of cells in a sample contains a compound of interest, then
combining additional cells devoid of that compound will complicate its detection
and identification, in part, because the relative concentration of this particular analyte
is reduced. Further, chemical species that may potentially interfere with the analyses
are often introduced. For example, if 0.1% of the cells in a brain region contain a
particular compound, then homogenization of a region dilutes the compound 1000-
fold while concentrations of the analytes common to all cells remain the same. Thus,
as the heterogeneity of the biological sample increases, the benefits of working with a
tissue or its extract decrease. The advantage of MS analysis performed at the level of
the individual cell, or even a subcellular compartment, is a reduced anatomical
complexity, often leading to improved signal to noise ratio and the detection of
analytes unique for the cell under investigation.
There is a tradeoff in single cell analyses – the small amount of sample. Usually,

the more material present, the greater the chemical information content resulting
from the measurement. Do single cell samples contain analytes in detectable
amounts? A typical mammalian cell is 10mm in diameter, has a volume of 500 fL,
and contains approximately 50 pg or 2 fmol of protein [14]. Thus, if only a few
compounds are present, these are within the detection range for current MS
platforms. Additionally, subcellular compartmentalization of biomolecules can
provide for increased local concentrations of analytes present in lowmass amounts.
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Becausemany analyticalfigures ofmerit scale with concentration rather thanmass,
sample preparation using low volumes allows low mass samples to be studied at
native high local concentrations.
An advantage ofMS, relative tomany othermolecular screeningmethods used for

investigation of single cells, is that the approach does not require a priori information
on the identity of the analyte of interest; accordingly MS is well suited to discovery-
driven research. Moreover, instead of measuring changes in just a few particular
compounds targeted by selective probes,MSdetects unexpected changes in peptides,
proteins, oligonucleotides and lipids. Unlike immunoaffinity-based methods, MS
structurally characterizes analytes without labeling, and complements single cell
mRNA investigations [15] by providing information on gene products, including
their post-translational modifications (PTMs).
PTMs alter inherent molecular properties such as charge or conformation, which

often confer or modify the bioactivity of the modified protein. MS is ideal for
discovery and characterization of PTMs because most result in characteristic mass
changes to the original molecular mass. The technique also is effective for the study
of protein isoforms resulting from differentially expressed genes. Minor changes in
protein primary structure associatedwith alternative splicing or editing of the protein
encoding mRNA lead to changes in the molecular mass of the original protein or
peptide ion. This is especially true for measurement of signaling peptides because
numerous peptides can be produced from a single precursor protein as a result of
complex post-translational proteolytic processing or differential gene expression.
Peptide diversity can further be increased by a variety of PTMs such as amidation or
acetylation, often creating unique peptides. Peptide isoforms with different PTMs
frequently are not recognized as distinct using labeling techniques, but can often be
deduced by MS due to the specific changes in the peptide molecular mass. It is this
ability of MS to measure and identify multiple classes of compounds in single cells
that makes it an indispensable tool for elucidation of cell-specific biochemistry.

6.3
Mass Spectrometry as a Discovery Tool for Chemical Analysis of Cells

Mass spectrometry measures the masses of analytes in the gas phase. Briefly, the
sample is vaporized and ionized, and the mass to charge (m/z) ratios of the resultant
ions are determined directly or indirectly in themass analyzer [16]. Determination of
an accurate molecular mass is often a first step towards molecular structure
characterization. The fragmentation of selected molecular ions into smaller ions
inside the mass spectrometer can provide information on the original ion structure.
This fragmentation/characterization is performed using multiple mass analyzers in
a process known as tandem mass spectrometry, or MS/MS.
Sample introduction, vaporization and ionization constitute perhaps the most

important steps in the MS analysis of a cell. These processes determine both the
analytes that are measured and the quality of the resulting data, and are discussed
briefly. The vaporization/ionization processes are often referred to as soft or hard,
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depending onwhether or not they breakmolecules such as proteins or carbohydrates
into smaller fragments. Hard ionization methods are appropriate for inorganic ion
and lipidmeasurements and soft approaches for peptide or protein characterization.
Often a �beam� of ions or light is focused to a specific spot and the ablatedmaterial is
measured. The properties of the beam dictate the type of material ablated and hence
the analytes that can bemeasured. If hard ionization approaches are used for protein
analysis, they fragment the protein to the extent that the original proteins cannot be
identified. Therefore for the larger molecules the most effective methods of ioniza-
tion are the soft ionization methods of electrospray ionization (ESI) [11] and matrix-
assisted laser desorption/ionization (MALDI) [10, 12]. The ionization of biological
samples by both ESI and MALDI imparts low internal energies to the ionized
biomolecules, limiting their fragmentation/breakdown so that largermolecules such
as proteins, peptides, lipids, oligosaccharides and oligonucleotides can be studied
intact.
Prior to the development of MALDI and ESI, hard ionization methods were

applied to single cell measurements. The simplicity of sample preparation makes
laser desorption/ionization (LDI) techniques suitable for a wide range of biological
sample types and a frequent technique for single cell analysis. Hillenkamp was
instrumental in creating the laser microprobe mass analysis (LAMMA) technique
which allowed a range of lower molecular weight compounds to be detected directly
from thin tissue sections. Figure 6.1 shows a section of inner ear with several <5-mm

Figure 6.1 Laser desorption ionization using a focused laser
allowed samples, a fewmicrons in size, to be probed from a tissue
section. In the inner ear section shown here, multiple holes from
the laser ablation process can be seen, with the cell outlines clearly
visible. Several of the associated mass spectra are shown on the
left. The image and spectra are courtesy of F.Hillenkampandused
with permission.
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holes ablated from the tissue by the laser, with each spot producing a mass
spectrum [17].
A related approach for single cell investigation is bioaerosol mass spectrometry

(BAMS) [18], which is a single particle laser desorption/ionization time of flight
MS method capable of ionizing analytes localized in single airborne particles. An
important feature of this approach is the ability to distinguish particles according
to their aerodynamic diameters and therefore eliminate the need to visualize
individual cells for positioning on the MS probe. BAMS has been used to examine
the composition of various biological particles including the pathogen Mycobacte-
rium tuberculosis H37Ra [18]. The simultaneous detection of both negative and
positive ions in BAMS mass spectrometers significantly increases the profiling
power of this technology [19]. Interestingly, more than two decades before the
BAMS work, single Mycobacterium tuberculosis H37Ra cells also were studied
using LAMMA. Sodium and potassium as well as some metabolites were
detected [20]. The MS profiling of pathogenic Bacillus anthracis and its harmless
cousin Bacillus cereus with LAMMA revealed different biochemical fingerprints for
the two species [21]. The capability of LAMMA to detect small inorganic molecules
in individual cells allowed the quantitative investigation of uranium uptake by the
algae Dunaliella salina [22].
A large number of LDI approaches have emerged with the development of

sampling protocols and approaches for various cell types and even subcellular
compartments. For example, desorption/ionization on porous silicon (DIOS) is a
matrix-free approach in LDI MS that uses a porous silicon to trap analytes deposited
on the surface and laser irradiation to vaporize and ionize them [23]. Matrix-free
methods extend the detectable mass range to small molecules, which aids in the
elucidation of molecular structure via observation of smaller molecular fragments.
Thomas and colleagues [24] have shown that the method enables the detection of
analytes at femtomole and attomole levels, induces little or no fragmentation and is
compatible with microfluidic technologies. Kruse et al. [25] successfully applied
DIOS to the analysis of native peptides from neural tissue blots and individual
invertebrate neurons cultured directly on porous silicon. More recently individual
HEK 293 cells grown on a DIOS substrate were analyzed [26].
Developments in soft ionization methods revolutionized the field of chemical

microanalysis. As shown in Figure 6.2, a small volume of tissue extract or solid
tissue/cell sample is co-crystallizedwith an excess of the appropriate ultraviolet (UV)-
absorbing chemical matrix for MALDI MS analyses. This matrix is typically an
aromatic acid that strongly absorbs the applied laser light. Illumination of the matrix
sample mixture by a UV or infrared (IR) laser causes rapid vaporization and
ionization of both analyte and matrix. The net effect is the creation of primarily
singly charged protonated and/or cationized analyte species into the gas phase.
Selection of the most suitable matrix compound is key to determining the optimal
ionization of certain classes of analytes and/or target analytes in specific mass
ranges [27]. The most important applications of bioanalytical MALDI MS are
detection and identification of peptides, proteins, oligonucleotides, oligosaccharides
and lipids.
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As an alternative to using a laser, a focused streamof primary ions can be employed
for vaporization and ionization of analytes from the surface of tissue and cells. These
primary ions generate secondary ions in the material being analyzed; because these
secondary ions are the ones that are measured, the approach is called secondary ion
mass spectrometry (SIMS). In fact SIMS is one of the older mass spectrometric
approaches and has been used for cellular research since the 1970s [28].
Unlike theapproachesdescribedso far,ESIisasolution-based ionizationmethodin

which a continuousflowof sample, dissolved in a volatile solvent, is delivered through
an open-ended capillary that has a high potential applied to it [11]. As a result, an
analyte-containing aerosol of charged droplets is emitted at the end of the capillary
forming a spray. The spray is directed towards the mass spectrometer inlet by
appropriate ion optics. As these droplets travel towards the sampling inlet, the solvent
evaporates and �coulombic explosions� generate singly andmultiply charged analyte
ions.Thedistributionofchargeson theanalytemoleculesdependson theelectrospray
conditionsandstructureof theanalyte (i.e., theavailability ofbasic sites).ESIproduces
fantastic results formanyanalytes.Asoneexample,Hofstadler etal. [29]demonstrated
theutility of single cellMSbydetectingboth thea- andb-chains of hemoglobin froma
lysate of a single human erythrocyte using a combination of capillary electrophoresis
(CE) and ESI Fourier transform–ion cyclotron resonance MS. However, the perfor-
mance of ESI MS is degraded by the salty solutions normally associated with direct
analysis of cell samples. Although desalting is possible, it is challenging to scale
traditional desalting procedures to the nanoliter or smaller volumes of single cells.
Recently microminiaturization and hyphenation of analytical approaches began
addressing these issues and are showing impressive initial results [30].
While each of the techniques mentioned above have particular strengths, the

ability of MALDI MS to probe a wide range of analytes, including peptides and

Figure 6.2 Simplified schematic of a time of flight (TOF) mass
spectrometer with a MALDI ion source where desorption/
ionization of analytes occur. The TOF mass analyzer separates
ions according to their mass and charge in both linear and
reflectron modes of operation. Two different detectors are shown
for two different operatingmodes. The detected signal is digitized
and processed with a variety of software packages.
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proteins, have made this approach the most common for robust mass spectrometric
analysis of single cells. This success is due in part to its ease of use, the availability of
high performance instrumentation and the unsurpassed capability of MALDI MS to
analyze extremely small quantities of peptides and proteins from chemically hetero-
geneous samples.

6.4
Single Cell Mass Spectrometric Applications

MALDI MS has sufficient sensitivity, resolving power and throughput for the
measurement of a surprising range of compounds in single cells, especially when
sample preparation is optimized to achieve precise cell isolation, maximal extraction
of analyte froman individual cell and the efficient transfer of the extracted analyte into
an optimal volume of MALDI matrix without excessive dilution.
Sample preparation/cell isolation is critical for single cell experiments, especially

asmany of the fixation protocols designed for optical and electronmicroscopy are not
compatible with MS. One of the techniques available for manipulating single cells is
laser capture microdissection (LCM), which utilizes a laser and a thermoplastic film
for automated cell dissection from thin tissue sections [31]. More classic methods
include manual isolation assisted by either enzymatic dissociation of cells from
tissue, application of shear force, or by various stabilization treatments that conserve
the morphological and chemical integrity of the resulting cell samples. For example
Garden et al. [32] found that brief incubation of freshly dissected molluscan nervous
system tissue in aqueous MALDI matrix effectively desalted the sample and
simplified the manual isolation of individual identified neurons. Monroe and
colleagues [33] have developed an innovative method for massively parallel prepara-
tion of single-cell-sized samples from tissue sections. The method is based on the
capability of a tissue section to adhere to the surface of a glass bead array formed on a
Parafilm M membrane surface. By stretching the membrane, the deposited tissue
section is fragmented into small pieces, similar in size to the individual glass beads.
As a result, the individual hydrophilic glass beads/tissue pieces are physically and
chemically separated by the hydrophobic surface of the Parafilm M membrane,
allowing for the simultaneous and individual treatment of each tissue piece with
MALDImatrix. This �stretched samplemethod� enables higher throughput analysis
of signaling peptides via the automated acquisition of mass spectra from the
separated tissue sections (Figure 6.3).
Small volumes and the decreasedmechanical stability ofmammalian cells present

significant analytical challenges to isolating individual cells for MS investigation.
Various approaches have been employed to resolve these challenges. Bergquist [34]
cultured PC12 cells directly on stainless steel MALDI sample plates and was able to
detect a number of substances with molecular masses above 4000Da. Fung and
Yeung [35] coupled flow cytometry to MS and measured serotonin and histamine in
single mast cells. For delicate manual isolation of small endocrine cells of rat
pituitary, Rubakhin and colleagues [36] used a stabilization treatment with 30%
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glycerol in physiological saline. Glycerol treatment greatly improves the mechanical
stability of cells and decreases cellular adhesion to the glass surface, which aids in the
selection and transfer of specific cells onto a sample holder prior to the application of
MALDImatrix [37]. These studies demonstrate that dramatic enhancements inmass

Figure 6.3 Schematic representation of the
massivelyparallelsamplepreparationprocess.The
stretched sample method is used to generate the
sample array of small nearly cell-sized pieces of
tissue. (a, b) Formation of bead array on top of
ParafilmM.Pressure andheatareused to formthe
mechanically stable layer. (c)A thinsliceofnervous
tissueisdepositedontotheglassbeadlayer.(d)The
ParafilmMmembrane ismanually stretched. As a
result,thetissuesliceisfragmentedintothousands
of spatially isolated pieces. (e) AfterMALDImatrix
application, individual piecesof tissuemay thenbe

investigated with MALDI MS. (f) Representative
mass spectra from a 10-mm abdominal ganglion
section. They were prepared using the stretched
sample method and demonstrate a wide variation
in the peptide content of neurons within a
�750� 750mm region of ganglion.
Microphotograph of the section after stretching is
showninthetopcenterpartof this figurewithmass
spectra linked to the corresponding bead from
which the signal arises. Scale bar, 1mm.
Reproduced with permission from Ref. [33].
Copyright 2006 American Chemical Society.
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sensitivity are achievable with commercial instrumentation using low-volume sam-
pling methods, thus enabling the determination of chemical profiles from even a
subcellular biological sample.
The process of MS profiling involves creating a list of compounds that are present

in detectable amounts at a specific location (e.g. in a particular cell). Statistical
algorithms allow the researcher to analyze the MS profiles for comprehensive
qualitative and, at times, quantitative evaluation. Individual cell profiles can be
compared against each other to reveal spectral features, so-called markers, that are
predictive of class, treatment or condition. MS profiling helps to establish links to
normal or pathological health conditions, disease progression, or therapeutic re-
sponses, aswell as assist in diagnosing conditions that include progressivemutations
and unusual PTMs.
As one example, the availability of microbial genomic databases facilitated the

development of rapid and accurate microbial identification via specific biomarkers
found in unfractionated viral, bacterial and fungal cells [38]. Currentmethods for the
robust taxonomic identification of viral and bacterial cells are based on measuring
peptide/protein signature ions in a broadm/z range that are unique and representa-
tive of specific species and strains [39, 40]. Measuring masses of individual intact
microorganisms is an alternative means for rapid identification of potentially
dangerous viruses and bacteria [38]. Both ESI and MALDI platforms have been
used for such experiments. The first high-precision mass measurement for intact
microorganisms with masses greater than 1� 1010Da was reported for Escherichia
coli [41]. Peng and co-workers achieved an accurate mass measurement approaching
0.1% with a mass distribution of �3% through repetitive measurements of whole
bacterial particles and their clusters using a MALDI quadrupole ion trap mass
spectrometer with the elastic light scattering detection.
Perhaps the most successful outcome of single cell MS profiling has been the

ability to reveal naturally occurring neuropeptide transmitters, hormones, and
modulators. These peptides are released from a cell to trigger an intracellular
transduction pathway. Not only are these peptides structurally diverse, but their
signaling cascades are variable, such that a tremendous potential of different cellular
effects is possible. Because of their important role in cell–cell signaling, peptide
mimics are attractive pharmaceutical targets.
The classic approach to assaying neuropeptides has been via the homogenization

of select tissues or organs. Measuring peptides in a single cell offers unique insights
into prohormone processing and co-transmission. A prohormone is enzymatically
processed via a complex series of steps that typically create a suite of peptides, at
times, in a cell-specific manner. Single cell MS profiling characterizes such proteo-
lytic processing events for many bioactive (or signaling) peptide gene products and
provides insights on cell–cell peptide heterogeneity.
One of the first single cell MALDIMS experiments of this nature was described in

1994 and involved isolated large neurons from the freshwater invertebrate, Lymnaea
stagnalis [42]. Three types of neurons were examined and known peptides from
different prohormones in each cell were detected, in addition to several unknown
peptides. Since then, MALDI MS has proven to be a powerful tool for the
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investigation of the intercellular signaling molecule complement in cells and even
subcellular organelles [43–46]. Inmany cases, new prohormones have been reported,
the cells containing them identified, the prohormone processes revealed using single
cell MS- and the physiology induced by the resulting peptides have been presented in
the same study [44, 47–51]. As a recent example, Romanova and colleagues [52]
combined the strategy of using shared peptide gene expression patterns with single
cell MALDIMS to identify disparate elements of a neural circuit that contributes to a
central command coordinating autonomic activity with escape locomotion inAplysia.
MS is also effective in the study of molecular isoforms resulting from differentially
expressed genes. For example, Jimenez and colleagues [53] demonstrated that single
neurons exhibit a highly complex pattern of peptide gene expression, precursor
processing and differential peptidemodifications, along with a remarkable degree of
convergence in neuromodulatory actions.
The ability to deduce structural information makes single cell MALDI MS

helpful in identifying unknown peptides. State of the art time of flight/time of
flight (TOF/TOF) and Fourier transform (FT) mass spectrometers have proven
capable of de novo structure elucidation [54, 55] using sample sizes of less than
100 fmol [56, 57] and typically provide a mass accuracy better than 0.2Da for
fragment ions [58]. This combined sensitivity and mass accuracy is adequate for
identifyingmany peptide PTMs and has a high probability of yielding at least partial
sequence information for peptides, as well as identifying the prohormone pre-
cursors for unassigned signaling peptides. Several approaches allow identification
of unknown signals in individual cells with high confidence. First is the direct
fragmentation of a molecular ion to allow sequencing of peptides using MS/MS or
post-source decay (PSD) fragmentation methods. Using MALDI tandem double
focusing magnetic-orthogonal acceleration TOF MS with collision-induced disso-
ciation (CID) fragmentation, Jimenez and colleagues [59] revealed the primary
structures of small cardioactive peptides differentially expressed in the giant
identified neuron of the fresh water snail, Lymnaea. Based on the structural
information provided by MS, they were able to generate selective probes and
elucidate the structure of the entire prohormone from the brain-specific cDNA
library andmap the expression of the prohormone in the central nervous system. Li
et al. [60] demonstrated that a unique combination of MALDI matrices, employed
during sample pre-treatment and embedding, facilitated direct sequencing of a
novel decapeptide from a singleAplysia neuron byMALDI-TOFMSwith PSD/CID.
Perry and colleagues confirmed the expression of structurally related cardioactive
peptides encoded by a differentially spliced gene in large identified Lymnaea
neurons using MALDI/PSD-TOF MS [61]. Alternatively unknown peptides can
be sequenced by MS/MS in tissue where the cell under investigation originated,
which can be an alternative approach to identify peptides of lower abundance that
are expressed in numerous adjacent cells within the tissue sample. Accurate mass
information obtained in single cell experiments guides the selection of peptides for
MS/MS sequencing.
Besides mollusks, the neuropeptide content of individual neurons from other

invertebrates, including the cockroach, the corn earworm moth and the crayfish,
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has been investigated withMS [62–64]. Although invertebrate neurons span a large
volume range, most examples of single cell MS have used the larger invertebrate
neurons. The majority of mammalian cells are smaller (e.g. low picoliter to
femtoliter volumes), containing, at most, attomoles of each analyte. The Sweedler
group [36, 65] successfully profiled single mammalian cells, including individual
rat intermediate pituitary cells and dorsal root ganglion neurons, using MALDI
MS. Remarkably, 20 peaks corresponding by mass to fragments of the pro-
opiomelanocortin prohormone and five unidentified peaks were detected in
individual pituitary cells, with many of these peptides previously detected in
releasate from the stimulated pituitary.
The first successful MALDI MS analysis of vertebrate non-neural single cells was

achieved usingmelanocytes from the amphibian,Xenopus laevis [66]. Using LCMand
MALDIMS profiling, Xu and coworkers [67] were capable of differentiating between
populations of human invasive mammary carcinoma cells and normal breast
epithelium. This group has also analyzed proteins in small clusters of mouse colon
crypt cells and mouse liver cells [67]. Additionally single red blood cells have been
characterized with FTMS, achieving attomole performance sufficient to characterize
the most abundant proteins [29, 68].
Miniature sample volumes and the low masses of single cell preparations do not

encourage the use of purification and separation methods such as capillary electro-
phoresis (CE) or chromatography in conjunction withMS. Nevertheless, a number
of examples have shown that clever optimization of sampling and awise selection of
analytical instrumentation can overcome this challenge. The pioneering work of
Iliffe et al. [69] employed gas chromatography MS and stable isotope labeling to
measure absolute concentrations of glycine, aspartic acid and glutamic acid in
individual identified molluscan neurons. CE has been used quite successfully in
enhancing the chemical analysis of single cells due to its requirement for nanoliter
volumes of sample and buffer for the analysis. As an example CE/MALDI MS
analysis combined with radionuclide detection allowed the quantitation of pre-
dicted and unexpected neuropeptides and hormones in a single 40 mm cultured
neuron of Aplysia [70].

6.5
Subcellular Profiling

MS studies at the single cell level provide unique information on the biochemical
organization of heterogeneous tissues, organs, and even unicellular life forms.
Although often considered a single entity, the cell includes numerous dynamic
processes with significant subcellular heterogeneity. For example the amount of
neuropeptides present in different cellular compartments depends on the rate of
synthesis in the endoplasmic reticulum, packaging into vesicles in the Golgi
apparatus, transport to terminals and release from the presynaptic terminal. These
processes are regulated by a plethora of endogenous and exogenous enzymes.
Localizing biochemical changes may aid our understanding of mechanisms that
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control cell–cell signaling. Optical and cellular fractionation techniques are often
employed to explore the subcellular biochemical organization of cells. Significant
efforts to increase the spatial resolution and sensitivity ofMS technologies have led to
several breakthroughs that allow measurement of the biochemical composition of
cellular regions and even, in some cases, individual organelles.
The subcellular profiling approach is based on probing just one or several discrete

locations/components of a cell. Just as with single cell MS, optimizing the sampling
process is the key to success. Not surprisingly, the sample preparation steps differ
according to the MS technology being used. Perhaps the only universal step is the
microscopic visualization of the specimen to locate regions of interest for subsequent
isolation and analysis. There are several ways to prepare samples for subcellular MS
profiling. One approach is based on the use of amicroprobe to volatize analytes from
only a small region of a cell; the spatial resolution of MS profiling in this case is,
typically, limited by the size of the sampling probe. Here we distinguish methods
such as SIMS or MALDI MS imaging that raster a probe on the sample to form a
chemical image (as described in the next section) and those that profile selected
regions.
Profiling works well with LAMMA technology and is used to measure small

molecules at specific cellular locations. For example an increase in aluminumcontent
in the neuromelanin granules of neurons from patients with Parkinson disease was
observed by Good et al. [71]; they focused a co-axial pulsed high energy neodymium-
YAG laser to a �1mm spot to vaporize analytes. Likewise, investigation of the
elemental content of neurofibrillary tangle-bearing and tangle-free hippocampal
neurons fromAlzheimer�s patients by LAMMAdemonstrated significant aluminum
deposition in the neurofibrillary tangle region [72]. LAMMA also was employed to
study subcellular localization of calcium in crayfish photoreceptor cells [73], sodium
and potassium in muscle and stria vascularis specimens [74] and lead in cells of
Phymatodocis nordstedtiana (Chlorophyta) [75]. Regions of intracellular space can be
sampled using guided suction or pressure-driven sampling with a sharp, oil-filled
glass microcapillary that penetrates the cell. Employing this approach, 10–100 pL
samples can be collected and analyzed using a variety of analytical approaches
including single cell MS [76]. A combination of intracellular sampling and biological
accelerator mass spectroscopy allows precise quantitative measurement of 14C
content in barley (Hordeum vulgare L.) leaf tissue [77]. Another interesting approach
where individual plant cell content (2–3 pL) was collected is reported by Kajiyama
et al. [78]. In this work, cell walls of the Torenia plant were locally destroyed with an
ArF 193 nm excimer laser pulse. The content of the cell was pushed out by high
intracellular pressure appropriate for plant cells, collected by quartz glass micropi-
pette, and analyzed with nano-high-performance liquid chromatography ESI-MS.
The set of anthocyanins was identified using MS/MS.
Another sampling strategy involves micromanipulations for selective dissection

and isolation of spatially defined cellular regions. The method has an advantage of
being independent of the MS probe size. As one example of handling small-volume
samples forMS analysis, Rubakhin and colleagues [79] demonstrated theMALDIMS
analysis of a single Aplysia californica atrial gland secretory organelle, the dense core
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vesicle (Figure 6.4). Pushing the sample size for this analytic technique down to the
single-micron scale and the attoliter to femtoliter volume regime, more than ten
peptides fromat least four separate geneswere detectedwithin each vesicle. A similar
sample preparationmethodology allows profiling of different regions of neurites and
the corresponding cell body of single, isolated neurons from Aplysia californica [37].

6.6
Imaging Single Cells with MS

For decades the ability to image the distribution of a compound within a tissue or
single cell has been a powerful tool for scientists, yet often requires the development
of antibodies or other selective probes. The advancement of MALDI MS imaging
(MALDI MSI) has revolutionized the ability to study proteins and peptides in
biological materials. MALDI MSI enables the creation of distribution maps for a
wide range of analytes in a single experiment without the need for analyte preselec-
tion or selective labeling. To create images withMALDIMS, a sample is coated with a
thin, homogenous layer of matrix prior to the collection of a series of mass spectra
from an ordered array of locations across the sample. Following data collection, the
intensity of selected signals are plotted for each mass spectrum (pixel) to produce a
series of two-dimensional distribution maps/ion images for each individual signal.
Because a complete mass spectrum is collected for each location in the sample,
literally hundreds of ion images, each of a different compound,may be created froma
single experiment and can include images from both known and uncharacterized
molecules. A special issue of the International Journal of Mass Spectrometry devoted to
MSI highlights the capabilities of this approach [80].
Although the spatial resolution ofMALDIMSI, with a few exceptions [36, 81, 82],

is insufficient to analyze small individual cells, the technique has produced
impressive results from a wide range of samples. Typically, a few hundred signals
are observed in any given 25–250 mm tissue region corresponding to a single pixel.
Molecular images of awide array of tissues involvingmouse brain [83], pituitary [84]
and epididymis [85] have been obtained, as well as a number from other neurolog-
ical and physiological models, both vertebrate and invertebrate. MALDI MSI also
has shown great potential in the study of biomarkers in cancers and other
diseases [83, 86, 87].
Recent advancements in high resolution imaging have focused on improving the

spatial resolution of analyses to levels that enable investigation at the single cell level.
This is being accomplished viamodifications to traditional samplingmethods [33, 82]
and to instruments [81, 88, 89], resulting in a spatial resolution smaller than 4mm
with 500 nm pixel sizes [90]. The imaging of single isolated cells with MALDIMSI is
challenging given the small size and quantity of analyte available for analysis. Often,
the approaches required to achieve the greatest sensitivity are distinct from those to
attain the highest spatial resolution, and so imaging at cellular resolution requires
compromises. Even so, individual isolated, cultured neurons fromAplysia have been
imaged following glycerol stabilization and a quick matrix application [37].
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Figure 6.4 The small-volume MALDI MS
approach allows isolated individual organelles
such as secretory granules from the atrial gland
of Aplysia californica to be assayed. Transmission
electron microscopy images of (a) tissue section
(scale bar 10mm) and (b) an isolated vesicle

showing the centrally located electron-dense
core surrounded by an amorphous cortex (scale
bar 1.5mm). (c) Video image showing the typical
position of a single vesicle on a micropipette tip
during the sampling process for MALDI MS
(scale bar 10mm). (d) Environmental SEM image
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As another approach, the high spatial resolution of SIMS imaging is highly
attractive for the single cell/subcellular study of tissues and isolated cells. As many
intracellular processes are spatially localized, the 100 nm to 5mm spatial resolution
commonly obtainedwith SIMS is nearly ideal for their investigation. Traditionally the
SIMS ionization process has been too harsh to enable detection of large organic
molecules, although recent advancements in sample preparation and primary ion
sources has expanded the mass range and increased the sensitivity of analyses to
make molecular imaging of biological specimens attractive. The imaging of atomic
ions has been used to diagnose cellular physiological state as well as track labeled
compounds. Freeze-fracture preparation methods have been used to study intracel-
lular ionic composition, including precise localization of potassium and calcium,
suggesting that little or no analyte redistribution occurs during processing. Impor-
tantly, damaged cells may be identified by a reduced potassium signal and the
abnormal presence of intracellular calcium [91].
Other imaging studies have found that copper ions accumulate in the cytoplasm of

carcinoma PC3 cells and has been linked to metastatic transformation [92]. Metabo-
lism of different compounds may be followed with SIMS using stable 13C and 15N
isotopes. Using this approach, the surprisingly specific localization of L-arginine-
related compounds in cell nuclei was uncovered [93]. The ability to track and discover
the region of integration or effect on subcellular length scales provides valuable
insight into the mode of biological action of various compounds such as muta-
gens [94], antibiotics [95], cholera toxins [96], cocaine [97] and boron neutron capture
therapy drugs [98].
Direct tissue SIMS imaging significantly benefits from improved ion sources [99]

as well as the development of metal-enhanced [100] and matrix-assisted SIMS [101].
Cholesterol and phospholipid ions have been detected with SIMS imaging and show
a differential distribution, with phospholipid signals being elevated in brain regions
rich in neuronal cell bodies and cholesterol residing inmorphological structures that
contain myelinated axons [102, 103]. Application of a MALDI matrix to a tissue slice
from Lymnaea resulted in detection of molecules with molecular masses >2500Da,
although some loss in the experimental spatial resolution comparatively to direct
SIMS imaging of the tissuewas observed [101]. By coating a samplewith a nanometer
of gold, the ion yields from single neuroblastoma cells were found to increase with a

of a single vesicle (scale bar 1mm). (e) Analysis of
a single vesicle with the inset showing peaks
corresponding to peptides A, B, and C. To
optimize sensitivity, spectral acquisition
parameters are independently optimized for
detection of (f) low-mass (1000–3000Da) and
(g) high-mass (3000–7000Da) atrial gland
peptides in different vesicles. The inset shows
detection of califins A, B, and C and the putative
3435-Da peptide appears to be encoded by a
gene distinct from the ELH family. (h)

Representative MALDI mass spectrum acquired
from an atrial gland blot. The transmission
electron microscopy study was performed at the
Center for Electron Microscopy, University of
Illinois, Urbana. Scanning electron microscopy
was done at the Beckman Institute Imaging
TechnologyGroup,University of Illinois, Urbana.
The images, with minor modifications, are
reproduced with permission from Ref. [79].
Copyright 2000 Nature Publishing Group.

~

Figure 6.4 (Continued )

6.6 Imaging Single Cells with MS j123



usablemass range extending above 1000Da. In contrast to the previous approach, no
appreciable loss of spatial resolution has been detected, probably due to little or no
incorporation of analytes into the metallic coating [100]. Through the use of multiple
image acquisitions, megapixel-sized ion images may be created. As an example, the
visualization of an entire zebra finch brain tissue section with single cell resolution
was demonstrated [104].
SIMSis a surface analysis technique and, as such, the investigation of cellular interiors

often requires the use of thin tissue sections or freeze-fracturemethodologies. Nonethe-
less there are examples of lipid membrane analyses of isolated cells that may provide
insight into the functional roles of lipids and lipophilic small molecules. Abundant
cholesterol is seen in the plasmamembrane of blood cells that have been imprinted on a
conductive silver substrate, with phosphatidylcholine lipids enriched in the specific
membranes [105]. The successful application of SIMS imaging to detect the inclusion of
high curvature lipids in the fusion region between two conjugating (mating) protozoan
Tetrahymena cells demonstrates that this technique helps to develop a better under-
standing of the mechanisms of a variety of cellular events including endocytosis and
exocytosis [106]. Using a C60

þ ion source, Vickerman and coworkers [107] have been
able toprobe the three-dimensional structureof isolatedXenopus laevisoocytesbydepth
profiling the cellular surface and imaging the exposed subsurfaces.
SIMS imaging has also been used to observe the subcellular localization of vitamin

E in single isolated neurons from Aplysia californica [108]. Vitamin Ewas found to be
specifically localized in the cellular membrane to the junction region between the
neuronal cell body and the extending neurite (Figure 6.5). As expected, on the basis of
its antioxidant role, vitamin Ewas detected in all regions of the neuronal membrane,
yet the normalized vitamin E intensity in the junction region was found to be 165%
that of the mean value for the entire cell. This specific localization of vitamin E
suggests an important biological role that may extend beyond the traditional view on
this molecule as the major lipophilic antioxidant.

6.7
Signaling Molecule Release from Single Cells

Following the logic that intercellular signaling molecules are released in an activity-
dependent manner, analytes detected specifically in releasates are more likely to
function as neurotransmitters, neuromodulators, or hormones. MALDI MS profil-
ing of the activity-dependent release of peptides from individual neurons in whole
ganglia and cell cultures was reported using a combined electrophoretic separation
and solid-phase extraction (SPE) collection technique [109].
In contrast, releasate detection from an individual cell using MALDI MS is

challenging. The issues result from the low amount of peptides released from a
single cell and the high inorganic salt concentration in the extracellular matrix that
contains the secreted neuropeptides. Hatcher and colleagues [110] developed an
improved sample collection paradigm forMALDIMS detection of cellular releasates
where single resin particles of SPE material are placed directly onto release sites of
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live neurons or tissues, both before and after chemical or electrophysiological
stimulation. Exchanging SPE beads from the same location before and after
stimulation provides a straightforward comparison to discriminate the complement
of secreted peptides from unrelated compounds constitutively present in complex
biological environments. But, most notably, precise placement of SPE beads within
biological tissues adds a spatial parameter to peptide collection from stimulated
regions. Measuring the binding capacity of a single bead, as well as the rate of
saturation, was achieved by sensitive and quantitative radionuclide detection of the
cytochrome c standard. A notable advantage of single bead SPE extraction is the
removal of salts from samples obtained in biological environments. Invertebrate
hemolymph, or blood, is essentially isosmotic to seawater (�1000mOsm), whereas
mammalian cerebrospinal fluid and blood has typically one-third this osmolarity. In
both cases, without this desalting step, inorganic salts, such as NaCl, are present in
quantities that decrease peptide detection with MALDI MS. Recently this bead
approach was used to characterize NPYsecretion from anAplysia nerve to determine
the complement of peptides released with a particular behavior [111].

Figure 6.5 Single cell SIMS reveals important
subcellular features of individual neurons. Ion-
specific images of an isolated single neuron using
a relative thermal scale, in which light areas
represent a higher ion yield. (a) Cellular lipids are
represented by the choline fragment (m/z 86)
from sphingosine and the phosphatidylcholine
lipid headgroup (0–11 counts). (b) Acyl chain
fragment (m/z 69) is also indicative of cellular
membranes and serves as an internal standard

(0–10counts). (c)VitaminE (m/z430) is localized
at the soma-neurite junction as shown by the
molecular ion (0–7 counts). (d) Line scans for
normalized vitamin E (top) and choline (bottom)
begin in the neurite and continue across the cell
soma. The line scans have been normalized with
the acyl chain fragment signal. Imageshave apixel
size of 3mm. Scale bars are 100mm. Reproduced
with permission from Ref. [108]. Copyright 2005
American Chemical Society.
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6.8
Future Developments

Because of the unique capabilities of single cell MS to detect, identify and quantify
known and unknown compounds at the cellular level, we predict an exponential
growth in the number of applications and in the users of this rapidly advancing
technology. The significant improvements in sensitivity and resolution achieved
using state of the art mass spectrometers over the past few years has expanded the
range of cell types and subcellular structures that can be analyzed. Enhancements to
instrumental performance are continuing, so that an even broader range of applica-
tions are expected in the future. Of particular importance is the increase in sensitivity
of detection for larger and typically less abundant proteins. Improvements in sample
collection, signal acquisition and processing undoubtedly will lead to increased
throughput of analysis. Above and beyond the identification of new cellular players,
quantitation will become even more common. Stable isotope labeling is the main-
stream approach in quantitation with MS. There is great promise for single cell
MALDI MS in discovering new intercellular signaling molecules that are often
present in relatively high quantities in individual cells. Last, improvements in
tandem MS will help to identify such compounds without having to isolate them
from larger tissue regions. It is exciting to envision the potential that single cell MS
may reach in the coming decade.
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7
Single Cell Analysis for Quantitative Systems Biology
Luke P. Lee and Dino Di Carlo

7.1
Introduction

A fundamental goal of cell biology is identifying how cell behavior arises from the
dynamic collection of environmental stimuli to which the cell is exposed. From a
biosystems science and engineering perspective, there is great interest in how the
cell behaves as a system, processing time-dependent input signals into output
behaviors (Figure 7.1). The ability to predict this input–output relationship at the
level of the individual eukaryotic cell has implications for our understanding of
higher level organization of tissues and organisms and more importantly may
suggest therapeutic approaches to correct flaws in this organization. Key processes
such as stem cell differentiation and self-renewal are intimately connected to the
cellular microenvironment or �niche� [1, 2]. Additionally normal morphological
design of organisms is dependent on programs of cellular division and apoptosis
directed in most cases by temporally and spatially varying extracellular signals [3].
Some of the environmental factors involved include: (1) chemical signals such as
cytokines, growth factors, nutrients, and hormones, (2) biological signals such as
cell–contact including cell–cell (adherent junctions [4], gap junctions [5], lipid
nanotubes [6]) and cell–extracellular matrix (3) contacts (integrin–ECM, proteogly-
can–ECM), (4) Physical signals including mechanical (shear stress [7], cytoskeletal
tension [8], stretch-activated ion channels [9]), electrical (voltage-gated ion chan-
nels [10], galvanotaxis [11]) and thermal (temperature-sensitive ion channels [12],
biochemical kinetics [13]) factors.
Ideally with knowledge of the history of this ensemble of environmental

stimuli, one could predict the precise behavior that a particular cell would exhibit,
thus reaching a deterministic and quantitative description of biological function.
Unfortunately cells under seemingly identical environmental conditions often
display a distribution of heterogeneous behaviors [14, 15]. This appears to be partly
due to probabilistic behavior in the �decision� processes that connect input and
output [14, 16–18]. Underlying the links between inputs and outputs are systems of
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interconnected molecular interactions (signaling pathways). Cross-talk between
pathways, localization of reactions and the small molecule numbers involved in
signaling lead to stochastic behavior in these systems [14, 16, 19, 20]. Studies and
predictions of the ensemble behavior of these pathways, deemed systems biology,
has grown exponentially in the past decade [20]. Due to their ubiquity and importance
in cellular function, signaling pathways and the molecules involved have received
the most attention amongst researchers interested in the complex behaviors of cells
and how these may be controlled, or fixed when gone awry.
Because of the heterogeneity within a population, increased emphasis has been

put on analyzing a large quantity of single cells and determining distributions of
responses [18, 21, 22]. Thus, allowing development of quasi-deterministic mathe-
matical models of cellular behavior, where well determined environmental inputs
leads to a determined distribution of responses amongst a population [18], while the
correct behavior for an individual cell still has a probabilistic component.
Although population heterogeneity appears to be partly due to stochastic

behavior within signaling pathways, it may be that lack of control of the cellular
microenvironment also plays a large role in broadening population distributions.
Increased emphasis is now being placed on creating uniform and well controlled
in vitro environments for cell culture [1, 23, 24], that allow probing of environ-
mental variables in a dynamic and high-throughput fashion. Current standard well

Figure 7.1 Input–output response for the
cellular machine. Researchers would like to
understandcellular behavior in an analogousway
that one understands a complex electrical or
mechanical system. Here analogous electrical
inputs are instead environmental cues, such as
cytokines, ECM, shear stress and temperature.
Output is not a voltage wave form but
biochemical behavior, such as differentiation,
division and apoptosis. Transductionof inputs to
outputs requires networks of chemical reactions,

localized in space and time. History of chemical
reactions is also important (this is not a linear
time invariant system). As opposed to an
electrical circuit the behavior is not completely
deterministic. This is due partly to probabilistic
effects occurring with low copy number chemical
reactions in the internal signaling pathways that
transduce inputs to output behavior. Also, a
multitude of environmental inputs that are not
always well controlled may lead to further
difficulties in predicting behavior.
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plates or Petri dishes lack control of a large amount of environmental factors that
may critical for cell behavior including cell–cell, cell–ECM and the soluble
environment (Figure 7.2a). Dynamic control of the environment also appears
critical for some cellular processes [3] and is lacking in these systems.

Figure 7.2 The microenvironment in single cell
analysis. Most commonly used cell culture
techniques, relying on growth of adherent cells in
plates or wells, have limited control of cellular
environmental factors. Cells are seeded at

random for culture and form random
distributions after adhering. Soluble nutrients,
waste, and paracrine signals are allowed to
diffuse and vary depending on location within
a dish. Communication by cell contact is not
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Bioreactors [25] can allow dynamic control of the soluble environment, but often
lack control of the cell–contact environment. New tools, often based on micro-
fabrication and microfluidic technologies, are now allowing improved dynamic
control of environmental variables for high-throughput single cell analysis
(Figure 7.2b). These experimental technologies combined with systems analysis
of signaling pathways are expected to lead to an improved quantitative description
of single cellular function.

7.2
Misleading Bulk Experiments

One approach is to create uniform culture environments for individual cells but then
analyze cellular response as a blended average parameter. Bulk experiments are often
performed to determine average protein or biomolecule content of a large number of
cells. Using bulk techniques such as western blots, however, do not provide the
correct distribution of a response that is needed to develop mathematical descrip-
tions of cellular behavior, even with multiple experiments [15, 26]. Statistically
multiple experiments probing a bulk �blended� parameter such as provided by
a western blot yield the standard error of the mean for protein content, since protein
content in this context is already an averaged value. This is in contrast to analysis of
fluorescence intensity levels of a GFP fusion protein, for example at the single cell
level, which can yield the actual distribution of protein content of a population
of cells.
Taking this example further, if the distribution of protein levels is not normally

distributed but bimodal or some other complex distribution this is only observable at
the single cell level (Figure 7.3a). For example when the bulk measured protein level
increases linearly during a process, at the single cell level, this could be due to the
transfer of cells from the low concentration mode of a bimodal distribution to the
higher mode of the distribution [15]. This suggests a bi-stable circuit within the cell

controlled and variable over space and time.
Cell footprint, focal adhesions and cytoskeletal
tension are all variable factors that there is no
attempt to control. Recent work demonstrates
the large effects these parameters have on
cellular output behavior. New techniques are
being developed to culture cells in more uniform
and controlled environments. Presently, cell–cell
contacts can be controlled by patterning cells
chemically or physically by a variety of methods
into groups of single cells and larger. Soluble
factors can be controlled by perfusion of the
growth media, where the rate of convection of
metabolized species, �Cq, is much larger than

the rate of metabolism dN/dt. Here C is the
concentration per unit volume of the soluble
factor, q is the volumetric flow rate and N is the
number ofmolecules of soluble factor. Finally cell
footprint, cytoskeletal tension and focal
adhesions can also be controlled by chemical
patterning of substrates for cell adhesion using
micro-stamping or stenciling approaches.
Combined, these techniques may hold promise
in reducing the distributions of behavior within
a population of genetically identical single cells,
thus aiding deterministic-stochastic modeling of
single cell behavior.

Figure 7.2 (Continued )
3

138j 7 Single Cell Analysis for Quantitative Systems Biology



Figure 7.3 Why analyze single cells? Misleading
results can be obtained when analyzing
bulk blended responses of a population of cells.
(a) This is due to population heterogeneity that
may manifest itself in non-normal distributions
(i.e. bimodal). (b) Bimodal responses may

manifest themselves because of fast time-
dependent changes in individual cells from one
state to another, which vary in time amongst the
population. Both the kinetics of the response and
the average value can be misinterpreted using
bulk techniques.
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that controls protein level, not observable using bulk techniques. Furthermore fast
time-dependent transitions within individual cells that occur slowly over the
population will appear as a gradual change using bulk techniques that could
mistakenly be interpreted as a gradual change that occurs at the single cell level
(Figure 7.3b).

7.3
Common Techniques for High-Throughput and High-Content Single Cell Analysis

Flow cytometry (FC), laser scanning cytometry (LSC), and automated microscopy
(AM) are some of the most widely used techniques for single cell analysis. Well
characterized distributions of cellular behavior are often observed using flow
cytometry [27]. Briefly, this technique involves the hydrodynamic isolation of
individual cells that have been previously labeled using fluorescent dyes that reveal
information about the quantity of biomolecules of interest within that cell or on that
cell�s surface. Additional biological information about cell size and index of refraction
can also be gained by observing scattered light. A light source, filtering mechanism
and detector are present to observe these signals from individual cells as they pass
a particular focal point. The technique is a very high-throughput serial process,
which with further feedback is often used to sort populations of cells for further
analysis or culture (e.g. fluorescence-activated cell sorting, FACS).
Flow cytometry has been the most successfully used technique for single cell

analysis because of the massive throughput, where fluorescent labeling allows
quantitative determination of various protein levels amongst a population of cells
(GFP fusion proteins, immunofluorescence, fluorogenic substrates to intracellular
enzymes) [27, 28]. Time-dependent analysis can also be conducted where different
cells are sampled at each time point [29]. This technique was not designed to
observe spatial localization of fluorescence within a cell such as is observable using
high-content microscopy-based techniques. It should also be noted that the
environmental heterogeneity for cells analyzed using this method is dependent
on the culture method used prior to analysis and can be reduced by applying new
culture techniques to reduce environmental variables such as cell–cell contact and
diffusible secretions.
Laser scanning cytometry (LSC), a technique where dyes on surface immobilized

cells are excited by a scanning laser, and can be repeatedly interrogated in time is
an alternative technique that has been employed [30]. Here, an advantage over FC,
time-dependent information can be obtained from the same individual cells, and
adherent cells can be maintained in the primary site of culture during analysis.
However due to the time required for scanning the sample, LSC has lower
throughput when compared to FC. More precisely, time resolution and throughput
can be tuned for a particular task, as scanning less cells will lead to an improved
temporal resolution for these individual cells. In common implementations of LSC
introduction of reagents into a well, dish, or slide are done by pipette where only
slow time-dependent changes after solution exchange are desired to be observed.
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LSC could also be adapted to novel systems where fast exchange of solutions is
possible and (as for FC) controlled culture environments are provided.
Automatedmicroscopy techniques, often termedhigh-content screening (HCS) or

cellomics, have recently provided quantitative insight into cellular behavior and in
most cases are applied to observing the response of cells to drug candidate mole-
cules [31, 32]. This technique capitalizes on the recent explosion of computational
power by using an automatedmicroscope to take hundreds of images of single cells at
different time points and conductingmassive image analysis on the collected images
to extract useful parameters about cell and nuclear shape as well as various protein
distributions within a cell. Usually various cellular components of cells grown in well
plates are labeled with fluorescent markers to observe changes over time. In some
cases fluorescent labeling necessitates cell fixation, in which temporal measure-
ments are then made on different cell populations. In general, high information
content results of cell behavior are averaged using these techniques; however there is
the capability of applying AM as a high-throughput technique to determine hetero-
geneity amongst a population of single cells as well. As with the other conventional
techniques, this technique can also be integrated with emerging methods to create
uniform culture environments for single cells. This in fact may help reduce noise
in the current measurements investigating the mechanism of cellular response to
various small molecule candidates.

7.4
Improved Functionality for High-Throughput Single Cell Analysis

7.4.1
Microfluidic Techniques

In order to address the aspects of environmental control, fast timescale measure-
ments, image processing, and secreted biomolecule isolation, several methods of
single cell isolation have been developed. A number of microfluidic techniques have
been reported to allow optical interrogation of individual cells integrated with fast
exchange of reagents. In general, microfluidic techniques employ microfabrication
for the miniaturization of fluid channels and conduits. Systems of channels and
structures are created that allow dynamic control of reagents and cells through fluid
perfusion, andpressure gradients.Wheeler et al. [33] demonstrated a semi-permeable
physical trap structure that allowed individual cells to be positioned andmicrofluidic
control of applied reagents (Figure 7.4a). This type of setup, although not demon-
strated as high throughput, provides advantages over other techniques in that
fast optical changes with a �step� introduction of a reagent can be made over time.
They employed this advantage to analyze Ca2þ waves in response to compound
application, not amenable to FC or LSC. Other work using permeable enclosures
has also demonstrated analysis of Ca2þ signaling in cardiomyocytes [34], and
other signaling pathways [35]. Using similar semi-permeable obstacles, we have
extended this concept to create uniform arrays of individually trapped cells within a
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Figure 7.4 Microfluidic single cell analysis. Novel
techniques are being developed to control cell
environment and conduct dynamic analysis of
individual cells in a high-throughput manner. (a)
Hydrodynamic trapping of a single cell, with
microfluidic ports allowing switching of solutions
was demonstratedbyWheeler et al. [33]. Here fast
changes in intracellular calcium levels were
observable due to application of reagents froman
injection microfluidic channel. (b) Work in our
laboratory shows single cell trapping on smaller
microfluidic pipette-like channels forming a
junction with a largermicrofluidic channel. In this
array, patch-clamp experiments could be
performed on individually trapped cells, while
compounds are fluidically introduced in the main
microchannel [45]. (c) Here a technique
developed in our laboratory allows isolation of

arrays of individual cells using semi-permeable
microstructures that change fluidic resistance
after cell loading, sealing the structure to further
cells [36]. This is a passive method of creating
arrays with control over cell number and contact.
Additionally, integration of the arrays in a
microfluidic platform allows control of the
perfused environment, and fast introduction
of reagents. Observation of cellular behavior
is done with a standard microscope
setup, the device acting as a �functional slide�. (d)
Microfluidic techniques to isolate cells in a closed
volume will be important for secretion analysis of
single cells. Here is shown a sequence of images
for isolating single cells in droplets within an
immiscible fluid [44]. Cells can then be lysed by
laser, merged with other droplets for delivery of
reagents and analyzed by fluorescence.
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microfluidic platform (Figure 7.4c) [36, 37]. In this platform, the microenvironment
is well controlled for individual cells, including contact and diffusible stimuli, by
isolation and perfusion respectively. Changing trap geometry also allows engineering
of the number of cell–cell contacts by trapping groups of cells in proximity. Although
throughput is reducedwhen comparedwith that of FC,microfluidic integration leads
to increased �content�, that is fast timescale measurements of tens to hundreds of
single cells in parallel.
Othermicrofluidic techniques hope to replicate the functionality of flow cytometry

on a simpler, less expensive platform, with novel functions in some cases. Apolymer-
based flow cytometer, with integrated pumping and valving, was demonstrated [38].
that allowed both fluorescence interrogation and sorting of individual cells on an
inexpensive platform. Fu argues that the level of single cell control in the developed
cytometry platform would allow time-dependent kinetic studies, not available with
conventional FC. Others have developed chip-based flow cytometry platforms with
improved electrical interrogation of cells, not usually seen in traditional FC [39, 40].
Electrical characterization can allow measurement of membrane structure, DNA
content and cytoskeletal arrangement that may be complementary to optics-based
analyses.
Other researches have usedmicrofluidic techniques to isolate individual cells, but

additionally include a small volume of the environment. In these cases, secreted
biomolecules can be concentrated and analyzed for individual cells, enabling new
types of studies not before available, because secreted elements would diffuse and
mix within the environment. Techniques to accomplish this include small micro-
fluidic chambers that can be closed by valves [22, 41, 42]. Using this type of device,
single cell studies of gene expression and translation of small copy numbers of
b-galactosidase [22] as well as actin [41] and amino acid concentrations [42] were
conducted. The study of stochastic protein expression events required a micro-
chamber because the reporter fluorescent product for b-galactosidase diffuses across
the plasma membrane. Recently others applied arrays of microfabricated chambers
to collecting antibody secretions of individual cells, for selection of antigen-specific
antibody production [43]. These types of microchambers may be useful in the future
for studies using other membrane permeable fluorogenic probes or investigation of
various other cellular secretions at the single cell level.
An alternative approach to creating an enclosed chamber surrounding individual

cells is encapsulation of the cell in a droplet present in an immiscible fluid
(Figure 7.4d). These methods can be potentially high throughput since many cells
can be encapsulated in this manner using a microfluidic droplet generator [44].
Implementation of high-throughput analysis using this technique has been difficult
because cell number per droplet is in most cases governed by a Poisson process.
Similar secretion and fluorogenic analysis can be performed in this type of platform.
Additionalmethods hope to bring new functionality to high-throughput single cell

analysis not based on opticalmeasurements alone. Ionescu-Zanetti et al. [45, 46] have
demonstrated a microfluidic platform in which electrophysiological measurements
on an array of trapped cells can be performed while optical access is maintained and
solutions can be quickly exchanged (Figure 7.4b). Themethod of single cell isolation
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is based on producingmicrofluidic channels to mimic the glass pipette of traditional
patch clamp methods. Similar techniques were also used to isolate individual cells
for electroporation or gap–junctional communication studies [47, 48].

7.4.2
Array-Based Techniques

Other methods have been developed for isolating single cells in uniform environ-
ments without integration in a microfluidic platform. In most cases, these arraying
techniques can isolate large quantities of individual cells, but may lack functionality
for fast timescale measurements. Environmental factors, like cell–cell contact and
cell–ECM contact are usually more controlled in these techniques. Additionally,
image processing is simplified for well ordered arrays. In order to form these arrays
a multitude of physical interactions have been applied, including mechanical,
electrical, optical and chemical means.
Physical trapping structures based on mechanical fit of cells within formed wells

are perhaps the simplest and most commonly reported (Figure 7.5a–c) [49–51].
To operate these arrays, cells are seeded on the pre-filled well array and allowed to
settle intowells of comparable size.After settling, the remaining cells not constrained
by the well are flushed away, leaving a distribution of single cells remaining in
individual wells. In some cases, chemical treatments are included to further increase
the selectivity of cells in designated trapping areas. These types of structures are quite
useful in high-throughput fluorescence-based analysis of individual cells, with
simplified image processing and more uniform environment when compared with
cells growth on a Petri dish. Fast timescale measurements are difficult to make
in these formats because application of a stimulating reagent must be uniform over
the array.
Further array-based techniques are based on chemical patterning of surfaces alone

with no mechanical confinement. This is usually accomplished by stamping of cell
adhesion proteins onto a surface, sometimes followed by attachment of nonadhesive
moieties on remaining surfaces (Figure 7.5e) [52–54]. Also a newly developed
microfluidic probe [55] shows promise for creation of made to order chemical
patterning as one would print a document. Using these methods single cells can
be immobilized on adhesive islands of uniform size, and single cells with uniform

Figure 7.5 Single cell arrays. Several methods
have been reported for creating arrays of single
cells. In most cases the environment is well
controlled in these techniques, but they may lack
the ability to conduct fast time-dependent
observations over the whole array. (a, b) The
most common method reported for creating
arrays is based on physical trapping. Cells are
loaded into microscale wells of similar

dimension, only 0–2 cells can fit into the wells,
and the remaining cells are rinsed away [49, 50].
Reproduced by permission of The Royal Society of
Chemistry. (c) When long-term culture is desired
chemical treatments may also be added to
surfaces to inhibit growth out of the well
structure [51]. (d) Holographic optical tweezers
have also been used to arrange single cells in
arbitrary array patterns. Here red blood cells are

"
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shown in a circular array around platelets. Image
used with permission, copyright 2005 Arryx, Inc.,
a subsidiary of Haemonetics Corporation. http://
www.arryx.com/PDFdocs/BioRyxApplications.
pdf Techniques to reduce heating and cell
damageare requiredbefore this technique canbe
more widely adopted. (d) Chemical methods
alone have also been utilized to create cell arrays.
Control of cell spreading, footprint and
morphology will be important for reducing
heterogeneity in populations of single cells.
Using chemical cell patterning, recent work has
demonstrated the effect of cell attachment and
morphology on the cell division axis, which
appears to be guided by cell morphology and
the underlying cytoskeletal organization [52].
Image reproduced with permission of Nature

Publishing Group. Notably in this work, cell
morphologywas controlled to such an extent that
averages of localization of various proteins could
be made for tens of cells at different time points
in the cell division process. More general studies
on cell behavior will also benefit from employing
techniques to normalize cell morphology.
Particularly, a reduction in the spread in observed
behavior is expected. (f) Dielectrophoretic
techniques have also been utilized to create
arrays of single cells. Here an image of
multicellular arrays of chondrocytes are shown,
with cluster size, which encompasses cell–cell
and soluble environment, controlled by electrode
spacing [63]. Reproduced with permission of
Nature Publishing Group. The cells were frozen in
place by encapsulation in a hydrogel.
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shape and environment can be compared. Thesemethods have been used to identify
the effect of cell spreading on survival [53] as well as the effect of cell shape and
cytoskeletal organization on cell division axis [52]. Demonstrating the uniformity of
environment in this technique, the distribution of division axis in tens to hundreds
of single cells with uniform extracellular contact environment and attachment
were compared. Additionally this method allowed novel analysis where protein
spatial location over entire cells could be averaged for tens of single cells (Figure 7.5e).
Thus, creation of uniform cell morphologies enabled high-throughput analysis of
high-content spatial arrangements of intracellular proteins in adherent cells.
Hybrid chemical techniques to address single cells to known locations have been

recently developed where cells are electrically addressed to a location by applying
a potential and then relying on an RGD–integrin interaction for binding [56]. Here
multiple single cells of different phenotype can be arrayed together in known
positions and response to a stimulus under identical experimental conditions
can be compared. Along these lines, single cell immobilization based on ssDNA
recognition has also been demonstrated. Here cells are bioengineered to contain
a known ssDNA coating its surface. Complementary strands are immobilized at
known locations in a microfluidic device and cells can be localized to the known
locations [57]. Using this technique, although labor-intensive, one could potentially
create arbitrary arrangements of single cells, with unprecedented control of cellular
environment.
Optical manipulation of single particles and cells may have promise for construct-

ing arrays of single cells for high-throughput experimentation. The challenge has
been to create a multitude of potential energyminima to enable trapping and control
of large amounts of cells without multiple lasers. Holographic optical trapping has
addressed this by creating a three-dimensional field using a single laser and
reconfigurable diffractive optical elements in the beam path (Figure 7.5d) [58].
Challenges for this technique include heating the trapped objects. Methods to
overcome this include dynamically turning on traps only when cells veer from the
defined position, or merging with chemical of mechanical techniques. Some of the
promise in single cell analysis using optical manipulation is shown in the study
by Wei et al. [59]. Here they investigated contact area dependence of T-lymphocyte
signaling upon interaction with antigen presenting cells. Similar studies in well
controlled environments with cell–cell signaling could be performed massively in
parallel if the promise of optical trapping arrays is fulfilled.
Single cell arrays have also been created by taking advantage of differences in

polarizability between cells and the surroundingmedia with an applied nonuniform
(usually AC) electric field. This leads to an electromotive force, analogous to the
optical gradient force in optical trapping, on even uncharged particles and is termed
dielectrophoresis. By tuning the potential well of the dielectrophoretic trap [60, 61], to
encompass the physical size of only a single cell, arrays of single cells and particles
can be assembled and individually electronically addressed. An advantage of this
technique is cells of particular interest, e.g. with an unusual phenotype, may be
isolated and removed for further analysis. This has potential uses for rare cell analysis
of outliers in a population. Additionally if cells can be maintained trapped during
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microfluidic introduction of reagents, fast timescale responses of cells may be
investigated. Recently Chiou et al. [62] developed a optically controlled electronic
substrate that allows on the fly reconfiguration of electrodes for dielectrophoretic
movement of particles. They can show isolation of live cells from a population of dead
cells using this technique and demonstrate impressive on the fly control using
intuitive PowerPoint software as an interface. This technique will have further
promise once the challenge of low conductivity solutions required for cell control
is overcome. The solutions used are below physiological levels and may lead to
aberrant behavior in cell studies. Others have used dielectrophoretic traps along with
controlled seeding densities to control cell arrays of chondrocytes (Figure 7.5f ) [63].
Here the cell–cell, cell–matrix contact environment was well controlled to study its
effects on glycosaminoglycan (GAG) production. It was found that cells clustered in
larger groups withmore cell–cell and secretion interactions produced lower levels of
GAG per cell.

7.4.3
High-Content Separation-Based Techniques

Another class of emerging techniques, labeled chemical cytometry, focuses on
collecting a large amount of protein/mRNA content data for single cells, at a given
time point. Although these techniques cannot resolve dynamics or localization of
cellular processes, there is a highquantity of data onbiomolecule levels. Inmost cases
these techniques rely on injection of individual cells into an apparatus that will
lyse the cells and perform a separation on the protein or nucleic acids within the
lysate [64–66]. Simple 1D separation of proteins have been employed [66] and found
to yield different profiles when comparing single cells to a blended population of
cells [67]. The authors argue that this is due to longer preparation times with a bulk
sample, allowing reactions to occur that were compartmentalized in an intact cell.
More recent techniques based on 2D separations [68] provide a more complete
high-content protein landscape.Here protein profiles of a native cell can be compared
to a cell after exposure to a stimulus.
Implementation of these high-content techniques in microfluidic plat-

forms [42, 69, 70] has been a first step in increasing throughput. McClain
et al. [70] demonstrated an integrated system for lysis, separation and detection of
intracellular enzymatically cleaved fluorescent dyes where �10 cells/min could be
analyzed. For high-throughput operation a significant challenge is adhesion of
cellular debris to microchannel walls, which can reduce separation repeatability.
The authors successfully addressed this important issue with various surface
treatments and additives to the separation buffer, including polyethylene glycol
(PEG) and nonionic surfactants. Progress in terms of throughput was recently
demonstrated byWang and Lu [69], who demonstrated amicrofluidic system capable
of analyzing calcein digestion peaks of up to 80 cells/min. Throughput in these cases
where a single separation channel is used is limited by the relative mobility of the
various separated species, so future work integrating multiple separation channels
may be promising for further increasing throughput for chemical cytometry.
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7.5
Example Studies Enabled by Microfluidic Cell Arrays

7.5.1
Pore-Forming Dynamics in Single Cells

A variety of natural toxins act by creating pores in cell membranes. Knowledge of the
mechanisms of pore formation is critical in developing molecular therapies to
combat infectious disease, permeabilizing cell membranes for the introduction of
proteins and genetic material and designing biomimetic toxins to target cancer cells.
However for many toxins the method of pore formation is still not well understood.
One such case, the bacterial toxin Streptolysin O (SLO), currently has two conflicting
models in literature: one hypothesizes that pore formation occurs before the
complete assembly of an oligomerized toxin ring, while the other asserts that pore
formation takes place only after assembly has occurred [71–73]. We address this
question by using a microfluidic single cell-trapping device to analyze the effects
of SLO on the membrane permeability dynamics of HeLa cells. These experimental
results are compared with a discrete stochastic computational model, providing
evidence supporting the hypothesis of simultaneous oligomerization of the toxin and
poration of the membrane. Furthermore, using the arrayed single cell technique
allows for observation of the variation in toxin response amongst a population of cells
and separately is expected to aid in further studies of pore-forming dynamics for
other toxins and pore-forming compounds, such as amyloid-b, which is involved in
Alzheimer�s disease.

7.5.1.1 Microfluidic Single Cell Arrays with Fluorescence Imaging
As shown in Figure 7.6, themethod used to investigate the pore-formingmechanism
in SLO involves the monitoring of fluorescence intensity loss of dyed cells due to the
outward diffusion of calcein through pores formed in the cell membrane by SLO.
In general, the calcein-dyed HeLa cells were loaded into a microfluidic cell trapping
device (Figure 7.6a) so that the effects of the toxin on individual cells could be
observed. Then, a near-step concentration of toxin was introduced into the device
while a video recorded cell intensity over time. In order to confirm the timescale of
the solution exchange, a fluorescent dye (40 kD fluorescein-dextran) was used in a
separate experiment. After toxin introduction the characteristics seen in the resulting
intensity loss curves and the stochastic model that is later matched with these results
provide some insight into the pore formation mechanism of SLO.

7.5.1.2 Toxin-Induced Permeability
In order to observe the effects of SLO, two concentrations of the toxin were used:
100U/mL (0.09mg/mL) and 10 kU/mL (9mg/mL). Data for both concentrations of
SLO experiments that have been corrected for bleaching with DTT are shown in
Figure 7.7a, b. Normalized intensity curves are shown for 23 cells with 100U/mL of
SLO and for 28 cells with 10 kU/mL of SLO. The toxin is shown to be introduced
at time 0 s for both experiments. All the cells demonstrate a slight increase in
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intensity when the toxin solution is introduced, which is assumed to be an effect from
DTTsince the control data without toxin showed similar behavior. As expected, it is
also evident from the data that the higher concentration of toxin caused a higher rate
of decrease in intensity than the lower concentration. More importantly, the experi-
mental data from both monomer concentrations gave similar noteworthy behaviors,
in which there was first a delay between toxin introduction and initial membrane
permeation and then only smooth transitions in slope while the intensity decreased
due to the leakage of calcein (Figure 7.7a, b).
Notice also the large variation in single cell behavior that may be due to a small

number of reacting SLO monomers inserting in the membrane, leading to less
deterministic behavior. One can calculate the number of molecules at a given time
within a region 1000mm3 surrounding a cell to be approximately 800 molecules for
the lower concentration tested.

7.5.1.3 Stochastic Model of Pore Formation
Next, a stochastic model of the pore formation mechanism of SLO was developed in
order to explainmore specifically the characteristics seen in the experimental results.
The method of pore formation is simulated with this model at each stage, from the
attachment of the SLO monomers, to the actual poration of the cell membrane.
The simulation is carried out discretely, as the simulated situation evolves at every
time step. The time step in each simulation is taken to be one second and the toxin is
assumed to be present at time zero seconds. Results for the bestfit parameters for this
model are shown in Figure 7.7c, d, where because the model is not deterministic,
ten simulations with the same parameters yield varying intensity loss curves. As seen
in Figure 7.8 the average trends of the best fit simulations also closely resemble those
of the actual experimental data at both concentrations.

Figure 7.6 Single cell arrays for Streptolysin O quantitative
experiments. (a) A schematic and micrograph of the microfluidic
device for single cell trapping is shown. (b) The mechanism of
intensity measurements and two competing pore formation
models are shown.
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Figure 7.7 Experimental (a, b) and simulated
(c, d) results of intensity loss over time. (a) The
intensity loss curves for calcein leakage from
SLO-porated single cells with 100U/mL SLO
introduced in a stepwise fashion. (b) Intensity
curves for 10 kU/mL SLO with a step
introduction. For both cases notice a delay time
before intensity loss. Each curve represents

one cell. (c) Stochastic simulation of intensity
loss due to pore-formation with a hybrid model
that allows pore insertion before complete
assembly, and produces the least error. This
simulation is for a concentration of 100U/mL
SLO. (d) Stochastic simulation results are shown
for 10 kU/mL SLO. Ten simulations are shown
per concentration.

Figure 7.8 Comparison of average trends resulting from
experiment and simulation: (a) for a concentration of 100U/mL
of SLO, (b) for a concentration of 10 kU/mL of SLO.



The model spatially represents the cell membrane as a two-dimensional wrapped
array, having 2500 entries. Each entry contains fields that indicate whether any toxin
monomers or oligomers are attached to that area of the membrane, the number
of monomers in the oligomer and whether a transmembrane pore has been
formed there. Such specifications allow for the sequential method, simultaneous
hypothesis, or something in between to take place.
There are four adjustable parameters involved in the model. Three of them are

variables that introduce randomness. This includes the average number of mono-
mers binding to themembrane in the given time step (Kmem, the average number of a
Poisson distribution), the probability that monomers and oligomers will oligomerize
in a time step (Kbind), and the probability that monomers and oligomers form a
transmembrane pore for a given oligomer size (Kins). Another parameter,Dmem, is a
measure of particle mobility in the membrane and acts in coordination with Kbind to
determine which particles have oligomerized. The model assumes that in the short
periodof a timesteponlyonemonomer–monomer,monomer–oligomer, oroligomer–
oligomer binding event and one pore-forming event can occur for each particle
inserted in the membrane.

7.5.1.4 Amount and Size of Pores for Best Fit Models
After finding the best fit parameters, the simulated data was inspected inmore detail
to find the average pore sizes and number of pores over time for both concentrations.
The mean number of pores was calculated for ten trials for each concentration
(Figure 7.10). Initially a linear increase in the number of pores was observed for both
concentrations, corresponding to an insertion phase of small oligomers. This was
followed by another linear phase with a reduced slope, where most newly attached
monomers assemble to pre-inserted pores. After 200 s, the higher concentration
(Kmem¼ 16) had an average of 64.1 pores in the membrane and the curve was
increasing. The lower concentration, however, reached a mean of 13.7 pores,
increasing much more slowly than at the higher concentration.
In addition the area of each pore in the modeled membrane was recorded. From

this the average radius was found and plotted over time, as shown in Figure 7.9. For
the higher concentration the radius of the pores increased rapidly in the beginning
and began to stabilize to around 9.3 nmafter 183 s.Notice that this is below the radius
observed for a completely formed ring (12.5 nm). In contrast the radius for the lower
concentration simulation continued to increase and did not saturate within the given
200-s timeframe.

7.5.1.5 Concerning the Pore Formation Mechanism of SLO
Based on the insight gained from the stochastic model in comparison with the
experimental results, we support the hypothesis of simultaneous oligomer and pore
formation as introduced by Palmer et al. [73] and not the sequential model where
oligomerization into a complete ring precedes insertion into the membrane [71].
Not onlywas the experimental data bestfit by simulation parameters,which indicated
a nonzero probability of pore formation above four monomers, but simulations in
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which 50 monomers were required for insertion yielded incorrect results involving
particularly longer delay times than seen in experiments, as well as more punctuated
changes in intensity slope. Note that single cell experiments are necessary for this
observation but did not yield these punctuated changes in slope. Although the
probability of insertion was greater for larger oligomers, incomplete pore complexes
still penetrated the membrane, allowing fluorescent dye to diffuse out of the cell.
Hence the initial delay times seen in the results most likely correspond to the time
that it takes the monomers to diffuse, assemble and oligomerize in the membrane
before insertion; however that time is not long enough to allow the formation of a
fully oligomerized (�50 monomer) complex. Furthermore, the smooth transitions
in intensity loss shown in the experimental results indicate that the pores formed
were not large enough to produce large changes in the leakage of calcein, suggesting
that pore sizes increased gradually, consistent with both the insertion of small
oligomers (>4 monomers) and the addition of new monomers to small pre-formed
pores. Therefore the results from the experimental data, as supported by the best fit
probabilities in the stochastic model, suggest that oligomerization and pore forma-
tion occur simultaneously.

7.5.1.6 Conclusions on Pore-Forming Dynamics in Single Cells
We have demonstrated that the use of single cell analysis along with stochastic
modeling provides insight into the pore formation mechanism of SLO. Without the
ability to observe a high density of cells individually, there would be no immediate
way to observe the actual response of the cells to the toxin. In otherwords, only amean
response could be seen and any information-rich variation from cell to cell would
have been masked. One example where this was important was in determining
that punctuated intensity loss did not occur at the single cell level, supporting the
simultaneous insertion and oligomerization model of Palmer and Bhakdi [73].
Also although there are limitations it has been shown that a stochastic model is
nonetheless helpful in understanding the physical mechanism of pore formation

Figure 7.9 Simulated dynamics of pore size and number: (a) for a
concentration of 10 kU/mL of SLO, (b) for a concentration of
100U/mL of SLO.
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where the random events occurring for small numbers of reacting monomers
provide a certain amount of variation seen from cell to cell.

7.5.2
Single Cell Culture and Analysis

It is important to quantify the distribution of behavior amongst a population of
individual cells to reach a more complete quantitative understanding of cellular

Figure 7.10 Single cell trapping arrays.
(a) Photograph of the cell trapping device is
shown demonstrating the branching
architecture and trapping chambers with arrays
of traps. The scale bar is 500mm. Cell and media
flow enters from the left and enters the individual
trapping chambers where it is distributed
amongst the individual traps. (b) Diagram of the
device and mechanism of trapping is presented.
Traps aremolded in PDMSandbonded to a glass
substrate. Trap size biases trapping to
predominantly one or two cells. The diagram is
flipped from the actual device function for clarity;

a functioning device is operated with the glass
substrate facing down towards the earth. Inset
shows the geometry of an individual trap. The
device is not drawn to scale. (c) High-resolution
brightfield micrograph of the trapping array with
trapped cells is shown. Inmost cases cells rest at
the identical potential minimum of the trap,
while in some cases two cells are trapped in an
identical manner amongst traps. The magnified
insert shows details of the trapped cell. Trapping
is a gentle process and no cell deformation is
observed for routinely applied pressures.
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processes. Improved high-throughput analysis of single cell behavior requires
uniform conditions for individual cells with controllable cell–cell interactions,
including diffusible and contact elements. Uniform cell arrays for static culture of
adherent cells have previously been constructed using protein micropatterning
techniques but lack the ability to control diffusible secretions. Here we present a
microfluidics-based dynamic single cell culture array that allows both arrayed culture
of individual adherent cells and dynamic control of fluid perfusion with uniform
environments for individual cells [37]. In our device no surface modification is
required and cell loading is completed in less than 30 s. The device consists of arrays
of physical U-shaped hydrodynamic trapping structures with geometries that are
biased to trap only single cells.HeLa cells were shown to adhere at a similar rate in the
trapping array as on a control glass substrate. Additionally rates of cell death and
division were comparable to the control experiment. Approximately 100 individual
isolated cells were observed growing and adhering in a field of view spanning
�1mm2, with more than 85% of cells maintained within the primary trapping site
after 24 h. Also more than 90% of cells were adherent and only 5% had undergone
apoptosis after 24 h of perfusion culture within the trapping array.We anticipate uses
in single cell analysis of drug toxicity with physiologically relevant perfused dosages
as well as investigation of cell signaling pathways and systems biology.

7.5.2.1 Single Cell Trapping Arrays
Trapping arrays were successfully fabricated and tested. The device consists of
branched trapping chambers linked in parallel (Figure 7.10a), while the arrays
within the chambers consist of U-shaped PDMS structures that are 40mm in height
and are offset from the substrate by 2mm (Figure 7.10b, c). Each chamber contained
between four and five traps over its width (Figure 7.10c). Also, each row of traps was
asymmetrically offset from the previous row (Figure 7.10c). It was qualitatively
observed that asymmetric rows of traps were better at filling throughout the chamber
when compared to symmetrically offset rows. Several depths of trap were examined
for the best isolation of individual cells (10mm, 15mm, 30mm, 60mm). It was found
that traps with a depth of 10mm most consistently trapped individual HeLa cells
(average diameter�15mm) [36]. For other cell typeswith different average diameters,
the optimum trap size should vary. Additionally since there is a distribution of cell
sizes amongst a population, there may be a bias to trap smaller cells that can more
easily occupy the trapping sites.

7.5.2.2 Arrayed Single Cell Culture
We demonstrate culture of ordered arrays of single HeLa cells under constant
perfusion of media þ 10% FBS. For a flow rate of 25mL/min time-lapse images
were taken every 3min of a trapped array of HeLa cells on an incubated microscope
stage. After 12 h small changes in morphology were observed away from a spherical
morphology towards an adherent morphology. Also, cell division was observed in a
few cases. After 24 h a majority of cells displayed an adherent morphology. In some
cases cells were observed to escape the trapping structures as well. The behavior of
several cells in the trapping structure over time is shown for dividing and adhering
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cells in Figure 7.11. It should be noted that in most cases after cell division both
daughter cells remain isolated in the trapping structure. Another interesting
observation is the directionality of adherence in HeLa cells that are trapped. It is
observed that a large fraction of growingHeLa cells have a long axis parallel to the long
axis of the trapping structure. It also appears that the cells became adherent to the
PDMS structure as opposed to the glass substrate in these cases. This may be due to
serum containing adhesion-promoting proteins that may adhere to the hydrophobic
PDMS surface biasing attachment. Adhesion on the PDMS structures may limit
microscopic analysis in some cases, due to diffraction at the interface of the trap. To
limit adhesion, future studies could employ treatments with high concentrations of
bovine serum albumin (BSA) that will coat the PDMS surface.
Quantitative analysis of the dynamics of cell adhesion, death, division and escape

from traps were performed for a 24-h period and are plotted in Figure 7.12a. Here it
was observed that 50% of cells displayed adherent morphology after 15 h. After 24 h
6% of cells showed characteristics of apoptosis, while 15% had escaped from the
vicinity of the initial trapping site. The high level of maintenance within the trapping

Figure 7.11 Uniformcell behavior. Characteristics
of growth for single trapped cells are shown.
Frames fromamovieof cell growth in thearray are
showndemonstratingboth cell division (first three
rows) and morphologies indicative of cell
adhesion (rows 4 through 6). Notice the

uniformity in morphology observed amongst
adherent and amongst dividing cells. The hours
after seeding are shown underneath each image.
After division daughter cells remained within the
trapping region.
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structures after 24 h may be due to shear sheltering within the trapping structure.
Additionally 5% of cells had undergone cell division after 24 h. These results were
compared to cell behavior in a control experiment using the same glass substratewith
no traps or perfusion (Figure 7.12b). In this experiment 50% of cells were adherent
after a similar 14 h,while 5%of cellswere apoptotic after 24 h and only 1%of cells had
undergone cell division. The requirement for a cell to be considered adherent was
a length 1.3� its width.

7.5.2.3 Conclusions on Arrayed Single Cell Culture
We have demonstrated a microfluidics-based hydrodynamic trapping method for
creating arrays of single adherent cells with dynamic control of perfusion possible.
HeLa cells were cultured and a high level of maintenance in the original position of
trapping was observed after 24 h. Additionally, cell division, adhesion and apoptotic

Figure 7.12 Cell behavior in trapping structures and the control
substrate. (a) Cell adhesion, division and death are reported every
hour for individual cells in the single cell array. (b) The same
characteristics are plotted for culture on a control glass slide
without perfusion.
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behavior was comparable to static culture on the same substrate, indicating that cells
were not stressed above normal culture conditions. After cell division, daughter cells
were also observed to be maintained within the original trapping structure.
As comparedwithprevious single cell arrays, cell–cell communicationbybothcontact
and diffusible elements is a controllable parameter in this device. We anticipate this
technique will be useful in single cell studies of metabolism, pharmacokinetics,
drug toxicity, shear stress activation and chemical signaling pathway activation and
inhibition.

7.6
Conclusions and Future Directions

We have highlighted three important trends in single cell analysis technology. The
first is increased control of the fluid environment using microfluidic technology to
allow positioning of cells and application of reagents to those cells in a well controlled
manner. These methods are allowing parallel analysis of fast timescale changes that
occur at the single cell level and are not observable in the bulk, including transient
Ca2þ signaling, ion channel activity and intracellular transport. A second growing
area is improved microscale environmental control and uniformity. These include
the soluble environment, as well as cell–cell, cell–substrate and mechanical inter-
actions. Since the cellular microenvironment has an immense impact on cellular
behavior, new single cell analysis methods in which these parameters are controlled
and uniform will inevitably lead to an improved understanding of the input–output
response of individual cells and also how cells interact in higher-order structures.
The third is increasing throughput in high-content techniques like chemical cyto-
metry, where single cell variation of several intracellular separated biomolecules can
be observed simultaneously.
In most cases these emerging techniques have not yet been adopted by the cell

biology community. This is mostly due to two factors that need to be addressed with
most techniques. The first is ease of use: most of the techniques are still at the
prototype stage where devices require significant training before operation. One
important trend and future direction is the development of easy to use systems with
robust operation. Arguably it may not be the role of academic scientists to develop
prototypes intousable products, but attention to theability to transfer to a robust device
is important. Additionally an increased number of small startup corporations in this
sectormay optimize previously developedprototypes in the literature and serve the cell
biology community. A second stumbling block to adaptation by cell biologists is that
the effect of environmental factors on cell behavior, although accepted as important,
has not been quantified in most cases. Further systematic experimental biology in
which distributions of behavior for cells in controlled environments are compared to
distributions observed in current culture environments will be required to further
convince wide usage of these emerging techniques. Once accepted, wide usage of
these techniques is expected to greatly assist in understanding the dynamics of the cell
as an engineering system and applications in cell bioassays molecular diagnostics.
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Optical Stretcher for Single Cells
Karla M€uller, Anatol Fritsch, Tobias Kiessling, Marc Grosser€uschkamp, and Josef A. K€as

8.1
Introduction

It is often an essential and vital goal in the fields of biotechnology, medicine and cell
biology to effectively assess the composition of heterogeneous populations of cells,
often utilizing this information as a means by which to facilitate their division into
populations displaying homogeneous properties. These cell samples may be derived
from a variety of sources, such as blood, fine needle aspirations and biopsies, from
which researcherswould like to detect both the existence of certain cell types aswell as
changes in their properties, such as those brought about by malignant alterations.
The principal aims of such studies are the diagnosis of certain diseases, such as
cancer or malaria, and the isolation of certain cell types, such as adult mesenchymal
stem cells, which can be subsequently used in the study of therapeutic treatments.
There are a number existing techniques for sorting cells; however most of these

have serious drawbacks. Current characterization techniques rely on using fluo-
rescent markers for staining either individual cells in suspension or full tissue
samples. These molecular markers work by selective binding to specific compo-
nents of the desired cells, or by staining the entire cell body. It is also possible to
bind fluorescent dyes to antibodies against specific cell surface proteins and thus to
mark the cells using these tracers. The presence of the desired cell type can then be
determined with a suitable microscope. For adhered cells, one common evaluation
tool is the laser scanning cytometer (LSC) [1] while, for cell suspensions, a
fluorescence activated cell sorter (FACS) is frequently employed [2, 3]. FACS
machines have the additional advantage of providing the ability to perform both
the evaluation and sorting of samples. Methods for sorting fluorescent cells using
microfluidic devices have also been successfully employed [2, 4]. Furthermore, one
can mark the desired cells with magnetic nanoparticles bound to selective anti-
bodies, using magnetic fields to subsequently separate and sort the different
subpopulations (magnetically activated cell sorter, MACS) [5, 6]. In all of these
techniques, one potentially detrimental side effect is the contamination of the
investigated cells with foreign molecules, which may render the selected cells
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unsuitable for further processing and use. Methods employing noncontaminating
density gradientmedium cell sorting only allow a coarse separation of different cell
types, giving nowhere near the precision necessary for many applications demand-
ing highly homogeneous cell populations [5, 7].
The approach presented here for the selection and detection of certain cell types is

stain-free and based on the inherent mechanical properties of different cells, as
defined by the cell�s cytoskeleton.
The cytoskeleton is an integral part of eukaryotic cells; it serves a variety of

important tasks, spanning the entire cell, defining cellular shape, serving as a
transport system and acting as a stable yet dynamic scaffold. The main components
of the cytoskeleton are actin filaments, microtubules and intermediate filaments.
Together with numerous cytoskeletal accessory proteins such as crosslinkers,
cappers, nucleators and molecular motors, these form the bulk of the functional
cytoskeleton [8].
From the viewpoint of polymer physics, the filaments of the cytoskeleton can be

classified into three stiffness categories as defined by their persistence length LP,
the length over which the internal correlation of a polymer�s orientation under
Brownian motion is lost. The bending energy UBend of a polymer chain is directly
proportional to the persistence length, therefore allowing this characteristic
measure to be used as a clear classification of polymer type based on flexibility [9].
Microtubules are considered rigid rods since their persistence length of approxi-
mately 2mm far exceeds the typical filament length. Actin filaments are semiflexible
polymers, having persistence length of approximately 7mm, which is on the order
of the typical filament length. The orientation of intermediate filaments becomes
uncorrelated at very short distances of LP < 1mm; thus, they are considered very
flexible polymers.
The properties of networks of actin have been extensively studied in vitro, both in

terms of structure and as elastic properties under different conditions (e.g. varying
concentrations, with or without crosslinkers, or in the presence of active motor
proteins). The elastic plateau shear modulus G0 scales in a highly nonlinear fashion
with the actin concentration cA,G0� cA

2.5 [10]. Therefore if a cell changes its functions
due to differentiation or to malignant alteration, the corresponding cytoskeletal
changes can be sensitively detected by cell elasticity measurements.
Several techniques have been developed in order to measure a cell�s biomechan-

ical properties. Using micropipette aspiration, Ward et al. showed that a direct
correlation exists between an increase in deformability and progression from a
nontumorigenic cell line into a tumorigenic, metastatic cell line [11]. In another
technique known as themicroplate method, a cell is deformed between two planes,
while the plate displacement is controlled with a piezo element [12]. Themethod of
magnetic bead rheology displaces a paramagnetic bead located on the cell surface
by a magnetic field and the displacement is observed with a microscope [13].
Scanning force microscopy (SFM) can also be used to probe a cell�s viscoelastic
response. By this method, a cantilever with a spherical shape indents the cell with
the force necessary for deformation, giving a measure of the local viscoelastic
properties of the cell [14]. SFMelasticitymeasurements performed on adhered cells
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in which different cytoskeletal components were selectively depolymerized indi-
cated that F-actin is the main contributor to cell elasticity [15].
While the aforementioned methods for the determination of the elastic properties

of cells can serve as an accurate means of measurement, the optical stretcher
presented in this chapter allows contact free optical deformation of cells.
This provides minimally invasive access to biomechanical properties and sorting
without any contaminating or expensive molecular markers. As a result, such a
method opens up a wealth of new possibilities in the areas of research, diagnostic
medicine and biotechnology.

8.2
Theory, Methods and Experimental Setup

The optical stretcher is composed of an optical trap, a microfluidic chip for cell
delivery and a phase-contrast microscope equipped with a CCD camera that enables
real-time imaging.
Cell trapping and stretching with laser light is shown in Figure 8.1. First, a cell in

suspension is attracted by two counter-propagating divergent laser beams
(Figure 8.1a) and then pulled towards and trapped in the center (Figure 8.1b).
If the laser power is increased, the cell stretches along the laser axis (Figure 8.1c) [16].
Due to the low opacity of cell biological matter (which allows a laser beam to

pass through the cell without being absorbed) phase-contrast microscopy is an
excellent choice for monitoring cell deformations. Phase-contrast microscopy
uses the differences in refractive index between the cells and their surrounding
medium as a basis for imaging nondyed cells.
A CCD camera captures the optically induced whole cell deformation by using

self-written edge detection software; and it thus permits the extraction of numerical
data and calculation of the cells� mechanical properties.
In contrast to other techniques, such as micropipette aspiration, SFM measure-

ments or magnetic bead rheology that examine local properties, the optical stretcher
probes the whole cell elasticity of cells in a well defined spherical shape.

Figure 8.1 Illustration of the optical stretcher. A cell is attracted by
two counter-propagating divergent laser beams with Gaussian
intensity profile emerging from fiber ends (a) and aligns between
the fibers (b). As soon as the power is increased (bold arrows) the
cell starts to stretch out along the laser axis (c).
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Combined with a microfluidic chip for cell delivery, the optical stretcher is an
ideal tool tomeasure a statistically relevant amount of cells quickly. Currently a rate of
100 cell measurements per hour can be achieved; however planned advances in
design will allow much higher measurement rates in future (Figure 8.2).

8.2.1
Fundamentals of Optical Stretching

Any dielectric and transparent material can be trapped by this method as long as the
refractive index of the particle exceeds the refractive index of the surrounding
medium, making cells ideal candidates for such trapping. An optical double beam
trap is used for the optical stretcher (OS). In contrast to conventional optical traps
(optical tweezers) which require a tightly focused laser beam for 3D trapping, the OS
performs the trapping and stretching of dielectric materials by using two unfocused
laser beams without any additional optics. Therefore this technique is economical,
easy to use and reliable at the same time.

Figure 8.2 (a) Overview of the experimental
setup. All parts (laser, camera, fluidics) are
computer-controlled. The optical fibers run
from the fiber-laser to the microfluidic flow
chamber, which is mounted onto an inverted
phase-contrast microscope. (b) The microfluidic
flow chamber is shown in detail. (c) Phase

contrast image of the setup. Theoptical fibers are
arranged perpendicularly to the capillary tube,
which transports the cells between the
laser beams. The cells are trapped and
stretched sequentially. The deformation is
recorded by video microscopy and subsequently
analyzed.
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Two different regimes for providing a theoretical description can be distinguished,
determined by the ratio of the incident light�s wavelength l to the diameter D of the
irradiated particle. In the ray optics regime, the particle is very large compared to
the wavelength (D� l), whereas in the Rayleigh regime the opposite is true (D� l).
The calculation of optical forces for particle sizes D�l is nontrivial. For a full
theoretical description, the proper solution of Maxwell�s equations with the
appropriate boundary condition is required. Most cells have a typical diameter of
10mm; the wavelength of the laser light is �1mm. Hence it is sufficient to describe
the interaction between cell and laser within the limits of the ray optics regime.

8.2.1.1 Ray Optics
In the ray optics regime, the size of the object is much larger than the wavelength
of the light and a single beam can be tracked throughout the particle. The incident
laser beam can be decomposed into individual rays with appropriate intensity,
momentum and direction. These rays propagate in a straight line in uniform,
nondispersive media and can be described by geometrical optics.
A light ray propagating along the x direction in a medium with refractive index n0

hits a sphere with radius r and refractive index n1 at a height y0 < r, as indicated
by the red arrow in Figure 8.3. The angle a0 between the incident ray and the surface
normal is then determined by:

sina0 ¼ y0
r

ð8:1Þ

The momentum of the light ray is described by the momentum of a single photon:

p
!

0 ¼ p0e
!
x ¼ En0

c
e
!
x ð8:2Þ

Figure 8.3 A light ray being refracted by a spherical object.
Outside the object, the refractive index is n0, inside it is n1.
The coordinate system is centered at the object�s center; the
object has a radius r. The incident ray (red) is parallel to the x axis
and hits the object at a height y0 which corresponds to an incident
angle a1. According to Snell�s law the ray is refracted at the front
and at the back of the object.
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where E is the energy of the incoming photon, c is the speed of light in a vacuum,
n0 is the refractive index of the surrounding medium.
According to Snell�s Law:

n0 sina0 ¼ n1 sina1 ð8:3Þ
where the angle a1 between the refracted ray and the surface normal is determined
knowing n1, which is the average refractive index of the cytoplasm. The surrounding
medium has a refractive index n0¼ 1.335, close to that of water, while the cytoplasm�s
refractive index is slightly higher (i.e. fibroblasts: n1¼ 1.370 [17]). It is absolutely
necessary that the refractive index inside the cell is higher than that in the surrounding
medium, otherwise the effect would be reversed and cause the trap to be unstable.
The momentum of the light ray inside the cell has an x and a y component:

p
!
1 ¼

En1
c

ðcosða0�a1Þe!x þ sinða0�a1Þe!yÞ: ð8:4Þ

As the ray exits the cell it is refracted once more. Immediately before exiting the cell,
the angle between the ray and normal to the cell surface is a1, while after refraction
at the exiting surface the angle between the exiting ray and normal to the surface isa0

again.
The exiting ray then has a momentum:

p
!
2 ¼

En0
c

ðcosð2ða0�a1ÞÞe!x þ sinð2ða0�a1ÞÞe!yÞ ð8:5Þ

Momentum conservation requires that:

p
!
0 ¼ p

!
1 þDp

!
1 þ p

!
reflected ð8:6Þ

as well as:

p
!
1 ¼ p

!
2 þDp

!
2 þ p

!
reflected ð8:7Þ

At the initial refraction, the momentum transferred to the cell boundary (note: the
smaller contributions of reflections, in particular multiple reflections, are ignored
for simplicity in this explanation of the optical stretching effect, but are necessary
for an accurate data analysis) is:

Dp
!
1 ¼ p

!
0�p

!
1 ¼

E
c
½ðn0�n1cosða0�a1ÞÞe!x�n1sinða0�a1Þe!y� ð8:8Þ

At the second refraction it is:

Dp
!
2 ¼ p

!
1�p

!
2 ¼

E
c
½ðn1cosða0�a1Þ�n0cosð2ða0�a1ÞÞÞe!x

þðn1sinða0�a1Þ�n0sinð2ða0�a1ÞÞÞ e! y� ð8:9Þ

Figure 8.4 illustrates the impulse transferred to the cell. The momentums Dp!1 and
Dp!2 that are transferred to the cell�s boundary are perpendicular to the surface as
shown in Figure 8.4(i) and (ii). Overall the momentum vector of the photon changes
its direction by an angle of 2(a0�a1), as illustrated in Figure 8.4(iii).
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8.2.1.2 Resulting Forces
From the transferred momentums it is possible to construct a force profile by
knowing:

F ¼ dp
dt

¼ dE
dt

n
c
¼ P

n
c

ð8:10Þ

P is the total power of the laser light, n the refractive index, c is the speed of light in a
vacuum. The laser light coming from one fiber is a bundle of rays with a radial
Gaussian intensity profile I(a0) given in (8.11) representing the number of photons
with energy E per area and time. The radial profile gives the problem a rotational
symmetry around the x axis:

Iða0Þ ¼ 2P
pw2

exp � 2 r sina0ð Þ2
w2

 !
ð8:11Þ

At the end of the fiber the beam�s profile has a waist w0. It increases with distance,
as given by (8.12) and shown in Figure 8.5 (dashed lines):

wðxÞ ¼ w0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ l x

n0p w2
0

� �2
s

ð8:12Þ

The Gaussian intensity profile causes a gradient force that attracts an incoming
cell and draws it along the y–z direction towards the center of the intensity profile.
The force in the x direction is called the scattering force which pushes the cell along
the x axis. However these two force components stem from just one single physical
effect, as discussed.
This process is illustrated in Figure 8.6. If a second fiber is placed opposite to the

first fiber and the laser beam has the same Gaussian intensity profile, the total

Figure 8.4 Momentum transfers due to refraction. The incident
ray carries amomentump0, which is changed in direction and size
to p1 by initial refraction (i). Refraction changes again the
momentum to p2; its direction is different from p0 (ii). The entire
momentum change is shown in (iii).
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scattering force from both beams is balanced and is zero at themidpoint between the
fibers. The cell is, however, attracted by the gradient force and stably trapped in the
center between the two fibers.
After a ray of light travels through the particle, itsmomentum changes in direction

and magnitude. This impulse is picked up by the particle. The force due to the
directional change of a ray�s momentum has components in the forward direction as
well as to the side; however there are many rays incident on the particle. The net
force has only a forward component due to the rotational symmetry of the system.
This symmetry is broken if the particle is not centered exactly between the two laser
fibers on the optical axis of the Gaussian beam. In this case the particle feels a
restoring force (Figure 8.7).
At closer inspection it becomes obvious that forces are actually applied at

discontinuities in refractive indices, that is at the surface. The net force is due to
the combination of all surface forces (described by the Maxwell surface tensor).
For a rigid object, such as a glass bead, the net force is the only force that matters.
For a soft object the forces on the surface become important and lead to a deformation
of the object [16].
Figure 8.8 shows a representative time dependent strain curve gðtÞ ¼ DrðtÞ

r for a
measurement with the optical stretcher. While step stress is applied there is a
rapid deformation, followed by a slower increase in strain and finally a plateau

Figure 8.6 Examples for gradient force and scattering force in
one laser beam. The cell (circle) is driven by the gradient
force towards the place of highest intensity, where the gradient
force is balanced. The cell is pushed along the laser axis by
the scattering force.

Figure 8.5 Gaussian profile of the laser beam. The laser beam
exits the fiber with beam waist w0. The beam waist increases with
distance (dashed lines), the intensity profile (red) flattens in order
to maintain the area which corresponds to the total power P. 95%
of the total power are distributed within the circle that has the
beam waist as its radius.
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region is observed. When the stress is reduced the strain relaxes. The observed
extension and relaxation behavior is viscoelastic.

8.2.2
Microfluidics – Laminar Flow

With biological variability in mind, there is a need to collect statistics on any
population of cells; and an adequate amount of experiments is necessary. Therefore,
a technique managing the delivery of cells to the laser beam precisely and

Figure 8.8 (a) An NIH/3T3 cell is stretched in a step stress
experiment for 2.5 s. (b) The resulting radial deformation Dr/r
(i.e. axial strain), reveals a time-dependent, viscoelastic extension
and relaxation behavior.

Figure 8.7 Stress maps of optical forces
acting on a sphere irradiated by two counter
propagating Gaussian laser beams. (a) If the
cell is out of the trap�s center, the transferred
momentum distribution causes a restoring
net force. (b) Since the sum over all surface
forces (net force) equals zero, the cell is

resting at the center of the trap. However, the
local optically induced stress stretches
the cell. This is the basis for this novel
optical tool. Surprisingly the applied
radiation pressure leads to an expansion
of the cell instead of compression as one
would expect.
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quickly is mandatory. A microfluidic flow chamber fulfills these requirements,
taking advantage of the properties of laminar flow on the micron scale.
It is well known that the Navier–Stokes equation (here for incompressible fluids):

r
q
qt

þ u
! �r

� �
u
! ¼ �rpþmr2 u

! þ F
!

ð8:13Þ

(r fluid density, u! fluid velocity field, p pressure, m dynamic viscosity) describes
various kinds of fluids over a wide range of scales.
As the qualitative behavior of fluids changes with reduction of the system size,

microfluidicflowscannotbesimplyunderstoodasaminiaturizednormal�macroflow�.
Depending on the environmental conditions, the flow can be laminar and time-
reversible or chaotic with perturbations. A measure to distinguish these different
regimes is the Reynolds number:

Re ¼ rUL
m

ð8:14Þ

(U characteristic velocity scale, L characteristic length scale) which can be understood
as the ratio between inertial forces and viscous forces. If theReynolds number ismuch
smaller than 1, inertial forces are negligible and viscous forces dominate. This
phenomenon is known as laminar flow. Equation (8.13) then appears in a simpler
form:

rp ¼ mr2 u
! ð8:15Þ

called the Stokes equation. The microfluidic system which is used in the optical
stretcher works at a Reynolds number of magnitude 10�3. The flow can thus be
considered laminar, which indicates time-reversibility and no mixing except through
diffusion due to the lack of turbulence.
These properties allow the accurate transport of cells. As long as the velocity of the

cell and its surrounding medium differ, it experiences a drag force, which depends
on the difference in flow velocity of the cell and surrounding medium. This drag
force appears until cell and local medium velocity are equal. Consequently when
the flow is stopped the moving cell experiences a drag force against its moving
direction until it stops.
The drag force is very large compared to the cell�s momentum (which is

expressed by a small Reynolds number); thus cells react instantly to flow velocity
changes, enabling the required precession and quickness on a microscale.

8.3
Applications

As the optical stretcher is a relatively young technology (patented 2000; J. K€as and
J. Guck), new possibilities and uses steadily arise. To get a feeling for the current
applications of this technique, some recent research donewith the optical stretcher is
presented in the following section.
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8.3.1
Cancer Diagnostics

Measuring single cell deformation has been shown to be a sensitive marker to
distinguish healthy cells frommalignant cells. Malignant cells are deformed consis-
tently more than their healthy counterparts, due to a weakening of the intracellular
cytoskeleton. In general there is a tight connection between the cytoskeleton and
specific cell function. The cytoskeleton�s mechanical properties vary nonlinearly
with small changes, such as in the concentration of actin or cross-linker, leading to a
sensitive external method to measure internal changes in the cell cytoskeleton [10].
Preliminary studies revealed that the optical stretcher as a technique is capable

of discriminating metastatic from non metastatic cells. In one study, cell lines
of healthy (MCF-10) and malignant nonmetastatic (MCF-7) breast tissue were
cultivated. The cancerous cell line was chemically transformed by 12-O-tetradeca-
noylphorbol-13-acetate (TPA) into a metastatic cell line (modMCF-7). By analyzing
cell deformation due to induced stress, a relationship was found between cell
elasticity and cell malignancy. In general, the more malignantly transformed a cell
was, the more elastically compliant it was observed to be and the higher was its
deformation under stress.
Noncancerous cells (MCF-10) showed the smallest deformations, MCF-7 cells

appeared more deformable and modMCF-7 cells had the highest deformations [17].
Figure 8.9 shows that there is a clear separation of the different populations with

respect to cell deformability. In order to reach the significance level to separate
between the cell populations, only a small number of cells are needed (around 50).
The effective measurement capacity of this technique is far higher than the minimal
number of cells needed for differentiation of various populations, therefore the
optical stretcher is well suited as a precise diagnostic tool, based on objective data.

Figure 8.9 Optical deformability of normal, cancerous, and
metastatic breast epithelial cells. Three populations of the MCF
cell lines are clearly distinguishable in the histograms of the
measured optical deformability.
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The ability to distinguish malignant from healthy cells has additionally been
reproduced in other cell types, for example in mouse fibroblasts (NIH/3T3 or BALB/
3T3) and their malignantly transformed cells (SV-T2). The optical deformability
of the malignant cells was found to be higher compared to nonmalignant cells,
consistent with the earlier presented measurement.

8.3.2
Minimally Invasive Analysis

Since only small numbers of cells are needed for diagnosis, minimally invasive fine
needle biopsies and cytobrushes can be used to collect a sufficient tissue sample,
avoiding a more harmful and expensive biopsy procedures. In early experiments,
healthy and cancerous keratinocytes and their respective deformations were studied
(Wottawah Doctoral Dissertation 2006). Keratinocytes are the cells found in the
epithelium of human oral mucosa. As observed in other cell types, malignant
keratinocytes extendmore than healthy cells and are thusmore elastically compliant.
In Figure 8.10 distributions of the tensile creep compliance D(t) demonstrate the

difference between cells from cancer and healthy patients, where D(t) is the
measured relative radial extension divided by the peak stress s0 and the geometric
factor FG.

DðtÞ ¼ DrðtÞ
rs0FG

FG is a geometric correction factor that incorporates the azimuthal distribution of
stress and the architecture of the cell being deformed. D(t) can be considered

Figure 8.10 Distribution of the tensile creep compliance values
(normalized strain) for normal and cancerous cells at t¼ 0.2 s.
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as a normalized strain, so that measurements of different peak stress can be
compared [18, 19]. The different compliance of normal and cancerous keratinocytes
suggests the use of cellular deformability as a quantitative cancer marker.

8.3.3
Stem Cell Characterization

Optical stretching is able to determine not onlymalignant transformations of a cell,
but also normal processes in cells, such as their differentiation. In the course of a
cell�s progression from a nonspecialized stem cell to a mature fully functioning
cell, the appropriate cytoskeleton for the cell role develops. The changes in a cell
cytoskeleton are connected to changes in the mechanical properties of the cell,
which are measurable with the optical stretcher, as initially demonstrated with
leukocytes and their precursors.
Adult mesenchymal stem cells derived from bone marrow are of great interest for

therapeutical approaches in tissue regeneration, yet one difficulty is that they are
harvested from a heterogeneous population. The ability of the single cells to develop
into osteoblasts, chondroblasts, muscle cells, adipocytes and fibroblasts varies
within the stem cell population [20]. Differences related to the cytoskeleton can be
detected with the optical stretcher and the cells most suitable for differentiation
can be selected.

8.4
Outlook

The quick and sensitive determination and separation of cell types renders the
optical stretcher potentially useful for a variety of uses in both clinical and research
settings. One potential clinical vision for the optical stretcher is the immediate
screening for oral cancer in a dentist�s office. During the annual dental examina-
tion, suspicious and potentially cancerous lesions can be sampled by simple
cytobrushes and subsequently analyzed with the optical stretcher. In general, the
earlier a cancerous tissue is identified, the better the chances are for successful
treatment. The ability of the optical stretcher to sort stem cells without molecular
markers by using inherent differences in optical deformability additionally pre-
sents an important improvement for stem cell research. The isolated cells are not
contaminated, offering a new perspective for cell based regenerative medicine. In
combination with a microfluidic system, the preferred stem cells in a heteroge-
neous population could be sorted out and potentially used to treat diseases such as
Parkinson�s or diabetes.
The above are only two possible uses for the optical stretcher that have already been

initially tested in preclinical studies. In principle, every biological process altering the
cytoskeleton and the cell�s viscoelastic properties could be investigated and identified.
Furthermore the optical stretcher facilitates important fundamental research on
cellular components, such as the actin cytoskeleton.
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9
Single Cell Immunology
Ulrich Walter and Jan Buer

9.1
Introduction

In thefield of immunology,methods to study cells at the single cell level are necessary
for several reasons: tomonitor gene expression in complex tissues, to define different
cell subsets, to get insights into both their functional capacity and their specificity
and to track antigen-specific cells. Single cell analysis is also indispensible to
investigate cell–cell interactions on the subcellular level.
Substantial progress in the development of hardware, software and especially new

reagents such as monoclonal antibodies and fluorochromes has enabled researchers
to unravel the fundamental mechanisms of immune defense in unprecedented
sophisticated scientific approaches. These techniques include single cell PCR, fluo-
rescence-activated cell sorting, several live cell fluorescence microscopic techniques
(confocal laser scanningmicroscopy, total internal reflectionfluorescencemicroscopy,
F€orster resonance energy transfer imaging, two-photon laser scanning microscopy),
enzyme-linked immunospot assay, in situhybridization and electronmicroscopy. This
chapter aims to briefly introduce these techniques and to give significant examples of
how single cell analysis has contributed to our understanding of the immune system.

9.2
Single Cell Gene Expression Profiling

9.2.1
Single Cell (Multiplex) RT-PCR

One of the applications of single cell analysis is to assess gene expression within a
complex tissue. In type 1 diabetes (T1D), the insulin-producing b cells are destroyed
in a T cell-dependent manner, resulting in lifelong dependency on exogenously
administered insulin of affected individuals.

Single Cell Analysis: Technologies and Applications. Edited by Dario Anselmetti
Copyright � 2009 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-31864-3
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As T cells are the protagonists of the examples, we have chosen to demonstrate
how single cell analysis has contributed to our understanding of the immune system
and would like to briefly introduce these major players within the immune system.
Tcells express the so-called Tcell receptor (TCR) in complex with other molecules on
their surface (Figure 9.1).
These receptors allow the T cells to recognize antigenic peptides in the binding

groove of major histocompatibility (MHC) molecules on the surface of other cells.
The vast majority of T cells (those expressing a ab T cell receptor) can roughly be
subdivided into two classes depending on the expression of either a CD8 or a CD4
co-receptor, restricting the T cell to MHC class I or class II molecules,
respectively.
The core of the TCR complex is the TCR, which consists of covalently bound

highly variable a and b chains. This heterodimer recognizes a cognate peptide
presented in the context of a specific MHC molecule. It is associated with the CD3
complex, which is made up of the invariable CD3 g , d, e and z chains. The CD3
complex is crucial for productive antigen recognition, as it mediates signaling upon

Figure 9.1 MHC-restricted T cell recognition of antigenic peptides.
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binding of a cognate pMHCcomplex. Co-receptors are CD4 or CD8molecules which
bind to invariant parts of MHC class II and class I molecules, respectively, restricting
CD4þ T cells to MHC class II and CD8þ T cells to MHC class I. Figure 9.1 shows
antigen recognition of a CD4þ Tcell. The scenario in the case of a CD8þ Tcell is in
principle the same, with three differences. Whereas the shown MHC class II
heterodimer consists of two transmembrane chains, each of which having two
domains, MHC class I molecules consist of a three-domain transmembrane a chain
and the noncovalently associated b2 microglobulin chain, which does not span the
membrane. In contrast to the single-chain, four immunoglobulin domain CD4 co-
receptor, the CD8 co-receptor consists of two single-domain chains covalently
associated by a disulfide bond. Finally, whereas MHC class I molecules bind short
peptides of 8–10 amino acids, the length of peptides bound by MHC class II
molecules is not constrained.
A prominent duty of MHC class I-restricted CD8þ T cells, once they have

differentiated into cytotoxic T lymphocytes (CTL), is to destroy virus-infected cells.
As virtually any cell of the body can be infected by viruses, almost all cells express (or
can be triggered to)MHCclass I on the cell surface, presenting peptides derived from
endogenous proteins (including viral proteins in the case of an infection) to CD8þ T
cells. In contrast, many CD4þ Tcells have rather modulatory/regulatory functions,
for example as T helper cells to provide necessary help to B cells to mount an
antibody response. Whereas the expression of MHC class I is widespread, the
expression of MHC class II, to which CD4þ Tcells are restricted, is largely confined
(but not strictly limited) to so-called antigen-presenting cells (APC). One task of these
cells is to process exogenous, pathogen-derived proteins to present corresponding
peptides to CD4þ T cells in the context of MHC class II.
In the reference model of human T1D, the nonobese diabetic (NOD) mouse,

progression towards diabetes is dependent on both CD4þ andCD8þ Tcells, but the
exact contribution of either Tcell subset is still under investigation. It was previously
generally believed that b cells do not express MHC class II and that CD8þ T cells
are responsible for b cell killing. However some models demonstrate that antigen-
specific destruction of the b cells occurs in the complete absence of CD8þ T cells.
As antigen-specificity is dependent on TCR/MHC interactions, these observations
imply that MHC class II molecules are expressed by b cells.
bCells are located within spherical cell clusters in the pancreas, the so-called islets

of Langerhans, together with four additional types of hormone-producing cells.
Moreover, progression to overt hyperglycemia is accompanied by infiltration of the
islets with different types of immune cells, including MHC class II expressing
varieties. Thus, classic methods like staining with antibodies or in situ hybridization
may not only be too insensitive but also too imprecise to localize the expression of
molecules on the surface of b cells in islets that are heavily infiltrated. We therefore
chose single cell multiplex reverse transcription (RT)-PCR as the approach of choice.
Islets of Langerhans were isolated from mice and dissociated into single cell
suspensions from which individual cells were isolated by micromanipulation.
After disruption of the cell, the mRNA was reverse transcribed and the resulting
cDNAwas amplified in two rounds of PCR. In the first round, all the primers for the
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genes to be monitored were included and the resulting product was split for a
second round, in which each individual gene was amplified separately in a nested or
semi-nested PCR. Using this protocol, we were able to identify single b cells on the
basis of preproinsulin expression. Moreover, we could also determine co-expression
of other molecules and were thus able to demonstrate that b cells express MHC
class II and that expression is drastically upregulated during progression to overt
diabetes [1]. These findings suggest that autoreactive CD4þ T cells, known to be
crucial for disease progression, can directly interact with the target b cell. We used
this technique also to testb cells for expression ofmolecules that potentially can cause
apoptosis in b cells upon binding of the corresponding ligand [2].
In the above settings, multiplex PCR had to be used to identify a certain cell

type derived from a complex tissue. This technique also proved to be useful for
studying the co-expression of effector molecules on a per cell basis within a
homogenous population of CD8þ memory T cells. Upon an encounter with
pathogens, memory T cells are generated enabling the immune system to fight this
pathogen faster and more efficiently upon reinfection. To get insights into the
molecular mechanisms underlying this enhanced efficiency, we applied single cell
multiplex RT-PCR to study gene expression in na€ıve and memory CD8þ T cells in
a TCR transgenic model. We found not only that memory T cells acquired effector
functions faster than na€ıve cells, but also that memory cells simultaneously
expressed genes for two to three of the three tested effector molecules. Thus, in
contrast to na€ıve cells, where the expression of these genes was mutually exclusive
on a per cell basis, memory T cells were multifunctional [3].
Single cell PCR has also been applied to study TCR rearrangements. As the

adaptive immune system is supposed to deal with every potential pathogen, the
TCR repertoire has to behighly diverse.Onemechanismbywhich this is achieved is
the genomic rearrangement of the variable (V), diversity (D) and joining (J)
segments of the b chain and the V and J segments of the a chain. Each of these
segments is in general randomly chosen out of a set of up to 80 different variants,
resulting in high combinatorial diversity, which is further vastly increased by
imprecise joining, by the addition of P- and N-nucleotides and by a/b pairing
combinations. This is reflected in a healthy individual by a more or less random
selection of the different V, D and J segments to form TCRs. However in the case of
an inflammation (e.g. an infection) the few T cells which rearrange a TCR that
recognizes an immunogenic pathogen-derived peptide (presented in the context
of MHC) with sufficient avidity then undergo clonal expansion, resulting in a
substantial overrepresentation of the corresponding rearranged TCR within the
whole repertoire. Thus analysis of rearranged TCR genes provides a molecular
fingerprint allowing identifying and trackingof disease-associated, in vivo expanded
T cells.
This is especially true for the hypervariable complementarity-determining region 3

(CDR3) because the CDR3a and CDR3b loops dominate the contact with the
peptide/MHC complex (pMHC). Thus, analyzing the TCRs of antigen-specific cells
(identified by tetramer-staining, see below) by single cell RT-PCR in combination
with sequencing provides a method to closely characterize T cell repertoires [4].
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TheDoherty group and others used this �spectratyping� approach to analyze in detail
the CD8þ T cell response characteristics of influenza-specific CD8þ T cells.
Although the CD8þ T cells of C57BL/6 mice proliferate in response to at least six
viral epitopes, most studies focused on Tcells specific for peptides of nucleoprotein
336–374 (NP336–375) and acid polymerase 224–236 (PA224–236) presented in the
context of MHC class I H-2Db, because CD8þ Tcell responses for both epitopes are
prominent during primary response and after secondary challenge. Whereas the
structurally �flatter� H-2Db-NP336–375 epitope (recognized by a less diverse TCR
repertoire) is shared bymost of infectedmice (�public� repertoire), TCRs specific for
the �protruding� H-2Db-PA224–236 tend to be more individual, that is they
differ among infected mice (�private� repertoire) [5]. Although the more numerous
�private� TCRs specific for H-2Db-PA224–236 [6] are detected earlier than the less
prevalent �public� TCRs recognizing H-2Db-NP336–375, the higher rate of
synthesis of NP336–375 as compared to PA224–236 seems to allow for both the
emergence of equivalent numbers of memory T cells and the NP336–375 recall
response to dominate over the PA224–236 response after challenge. As the size of the
response is substantially reduced when the NP336–375 is disrupted in its native
configuration but re-expressed by insertion in a less abundant protein, the immu-
nodominance hierarchy seems, in this model, to be a direct consequence of T cell
precursor frequency and antigen dose [7]. However although the clonal expansions
occurring after primary infection are mirrored in the memory CD8þ T cell pool,
clones that dominate the primary response do not necessarily dominate the second-
ary response as well. Rather, the process of selecting dominating T cell clones in
secondary responses seems to be stochastic with minority primary populations
often prevailing [6]. Many studies on T cell development/differentiation and
�shaping of the T cell repertoire� used single cell PCR [8–14]. Note that some of
the mentioned studies performed PCR with genomic DNA as a template [8, 9, 11].
In the above-mentioned studies of CD8þ Tcells responses to viral infection, the

immunodominant epitopes are known and specific T cells are readily available for
further investigation by tetramer staining. However the situation is different in
many diseases, like autoimmune disorders, where the target epitopes (or even the
whole autoantigenic protein(s)) have yet to be identified. In these instances, like in
the cases of multiple sclerosis and polymyositis, spectratyping has been applied to
monitor clonal expansion of tissue-infiltrating CD8þ Tcells, which is indicative of
an antigen-driven response and suggests involvement of the CD8þ Tcell subset to
the overall progression to the diseases [15–17]. In the latter report, note that laser
capture microdissectionmicroscopy was used to analyze single muscle-infiltrating
T cells.

9.2.2
Quantitative Single Cell Multiplex RT-PCR

Although single cell RT-PCR has been proven to be very useful to address a
variety of questions in the field of immunology, this technique has its limitations.
As the amount of mRNA from a single cell is so minute, samples cannot be split
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and both RT and the first round of PCR have to be performed for the whole sample
with all the primers present in the same tube. This can result in nonspecific
inhibition of amplification, especially whenmore than a handful of genes is studied.
Moreover, the template switching required for the two-step amplification may
introduce potential bias. These effects may result in uncontrollable false-negative
results and in many studies, efficiency had not been controlled at all. But single cell
multiplex PCR is in general very sensitive, as even genomic DNA (see above) can be
successfully amplified from a single cell. Thus it is not clear whether a positive PCR
signal is actually translated into a physiologically significant number of molecules
synthesized.
Recently Peixoto et al. brought single cell RT-PCR to a whole new level, circum-

venting all these mentioned problems. They described a protocol allowing for the
quantification of gene expression for up to 20 genes by maintaining an abundance
relationship through all the steps [18]. This was achieved by careful primer design for
gene-specific RT and PCR and optimized cycling conditions, which prevented
competition between different amplifications, tube to tube variability due to template
switching and false positives by nonspecific signaling of SYBR green, enabling them
to quantify mRNA over the impressive range of 2.0–1.28� 109 molecules.
This study also highlighted the importance of assessing gene expression on a

per cell basis rather than at the population level for functional genetic profiles.
By analyzing a bulk population of monoclonal CD8þ T cell population ex vivo
after antigen stimulation by real-time PCR, they foundGranzyme B, perforin, TGF-b
and IFN-g were expressed. These results suggested that this CD8þ Tcell population
differentiates into cells expressing TGF-b and IFN-g and that these cells are cytotoxic,
as they express Granzyme B and perforin, both of which are necessary for the lysis of
target cells. Analysis of the very same population on a single cell level, however,
revealed a very different scenario. Whereas the vast majority of cells actually
expressed TGF-b, only a few scored positive for IFN-g . Moreover, Granzyme B and
perforin were rarely co-expressed, making it unlikely that this population is at all
cytolytic. Thus, conventional quantitative assays determining population averages
may be highly misleading.

9.3
Fluorescence-Activated Cell Sorting

Fluorescence-activated cell sorting (FACS) is one of themost routinely used andmost
powerful technologies in immunology. In FACS, individual cells are held in a thin
stream of fluid and passed through one or more laser beams, causing light to scatter
and fluorescent dyes to emit light. Photomultiplier tubes convert the light emitted to
electrical signals. Whereas the forward scatter allows estimation of a cell�s size, the
side scatter reflects cell complexity/granularity. Invented by theHerzenberg group in
1968 [19], FACS initially allowed the measuring of three parameters: forward and
side-scatter characteristics and one fluorescence signal. An additional advantage of
this technology is that cells fulfilling given parameters can be sorted, that is separated
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from negative counterparts. The generation of monoclonal antibodies [20] (substan-
tially boosting sensitivity and selectivity) and the development of two-color and (by the
mid-1980s) four-color analysis allowed themultiparametric analysis of blood cells on
a per cell basis, to discriminate phenotypically distinct subsets of leukocytes.
The number of different surface markers on lymphocytes that can be detected by
monoclonal antibodies is continuing to grow. In 1982 a classification was established
annotating these markers as �cluster of differentiation� (CD) antigens. The latest
entry in the corresponding NIH webpage (http://mpr.nci.nih.gov/prow/) is CD339.
Today with the availability of a multitude of different fluorochromes (see below),
FACS technology can assess up to 17 fluorescence emissions. The impact of this
technology on immunology research cannot be overestimated, as it allows for the
identification and characterization of functionally different cell types. For example,
Tcells can be identified by the expression of the cell surface marker CD3. Within the
CD3þ population, CD4þ and CD8þ cells can be distinguished, which have, as
mentioned above, very different important functions within the immune system.
Additional markers, such as CD25, CD45, CD62L, CD28, CD27 and CCR7, to
mention a few, allow us to further divide these Tcell populations into na€ıve, effector
andmemory populations or regulatory Tcells. However we are just at the beginning.
It is clear that a given combination of cell surface markers does not, so far,
unambiguously identify a functionally homogenous cell population, but rather
narrows down the candidate populations in which we may eventually find such a
homogenous population. This may be achieved by adding markers to the immu-
nophenotyping scheme.
The CD antigens not only provide a matrix for the classification of phenotypically

different cell populations whichmay then be further investigated for their functions,
for example after sorting. As many of these molecules play important roles with
regard to virtually any aspect of the immune system, the CD surface markers
themselves (given their function has yet been revealed) also provide insights into
the efferent or afferent function of a cell population expressing the corresponding
marker.
In addition to surface antigens, FACS allows us to also detect intracellular proteins

after the staining of permeabilized cells, such as interleukins, which are messenger
molecules crucial for orchestrating immune responses, chemokines, main regula-
tors of lymphocyte trafficking and other effector and regulatory molecules [21–24].
It is clear that most aspects of cell function are regulated by intracellular signaling
networks involving the phosphorylation or dephosphorylation of intracellular pro-
teins and lipids. With the advent of phospho-specific antibodies that recognize the
phosphorylated form of proteins [25], FACS can be applied to study these signaling
cascades in primary single cells [26–29]. This likely will be very useful in under-
standing native-state tissue signaling biology, complex drug actions and dysfunc-
tional signaling in diseased cells. Phospho-specific antibodies have also allowed
important insights in TCR signaling within the immunological synapse and micro-
clusters, as discussed below.
A very important advance was the development of what immunologists call

�tetramers�. As the interaction between TCR and pMHC is in general
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characterized by low affinity and fast off-rates, pMHC are in general not suited to
detect specific T cells. To overcome this problem, multimers (mostly using the
streptavidin–biotin interaction) of the pMHC complex have been constructed to
increase the avidity of binding of such complexes to the specific TCR [30]. These
tetramers allow us to identify T cells that recognize a specific peptide bound by a
certain MHC molecule. Thus if the antigenic epitope is known, antigen-specific T
cells can be distinguished from their bulk (bystander) counterparts not specific for
the antigen in question. This tool thus enables for the close monitoring of antigen-
specific responses. In the field of virology, identifying epitopes dominating an
inflammatory response was greatly facilitated by the fact that the viral genome
encodes only for a small set of proteins. Therefore virologists were among the first
to fruitfully adopt this new technology. For most autoimmune diseases, in
contrast, the quest for the autoantigen(s) involved in disease progression is in
most instances still under way. Recently however, tetramer technology for the first
time enabled a detailed study of the CD8þ T cell population targeting the
immunodominant CD8þ T cell autoantigen in the NOD mouse model of
T1D. In this mouse model, which closely mirrors the spontaneous human disease,
a large fraction of islet-associated CD8þ T cells uses highly homogenous TCRa
chains (Va17-Ja42); and that population is a significant component of the earliest
islet CD8þ infiltrates (see Ref. [31] for references). Moreover, they are unusually
frequent in the periphery [32]. Their contribution to the diabetogenic process is
further underscored by the fact that the disease can be transferred to healthy mice
by injection of these cells [33]. Although the natural ligand of these T cells was not
initially known, the use of tetramers consisting of a mimotope and the H-2Kd

MHC class I molecule has allowed us to establish that the progression of insulitis
to overt diabetes is invariably accompanied by the cyclic expansion/contraction of
this T cell pool. This provides, in the mouse model, a tool to predict the disease by
simple quantification of autoreactive T cells in peripheral blood [34]. Meanwhile it
has been shown that these CD8þ T cells target a peptide of islet-specific glucose-6-
phosphatase catalytic subunit-related protein (IGRP) [32]. This population of
IGRP206–214/H-2Kd-reactive CD8þ T cells undergoes avidity maturation with
diabetes progression [35]. Although mechanisms of central and peripheral toler-
ance selectively limit the contribution of these high-avidity T cells at the earliest
stages of the disease, they do not abrogate their ability to progressively accumulate
in inflamed islets and eventually kill the b cells [31].
In addition to antibodies specific for surface or intracellular molecules, an array of

dyes is available to monitor characteristics such as DNA and RNA content, prolifera-
tion, cellmembrane changes and redox state (see Ref. [36] for references). Although a
multitude of organic fluorophores and chemically synthesized fluorescent dyes
has been generated, their simultaneous use is often limited due to overlapping
emission spectra and the need for different excitation sources. To date, the practical
limit of approaches relying on organicfluorophores has been 12-colorflow cytometry.
The recent engineering of quantum dot semiconductor nanocrystals may help to
overcome these limitations. Quantum dots are inorganic crystals of cadmium
selenide, coated in a zinc sulfide shell [37, 38]. Besides the fact that they are
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quite photostable, the main advantage of quantum dots is that they have a relatively
narrow emission spectra, reducing the need for adjustment of spectral overlap.
Chattopadhyay et al. recently used these quantum dots to extend the capabilities
of polychromatic flow cytometry to resolve 17 fluorescence emissions. They applied
this technique to study simultaneously the T cell populations specific for four
distinct viral epitopes from a single individual and, on a single cell basis, revealed
variations within complex phenotypic patterns that would otherwise remain
obscure [39].

9.4
Live Cell Fluorescence Microscopy

The ability to visualize, track and quantify molecules and events in living cells with
sufficiently high spatial and temporal resolution is of highest importance for our
understanding of dynamic biological systems. Although bright field imaging of
living cells with transmitted light has been technically improved substantially
(differential interference contrast, reflection contrast microscopy, digitally recorded
interference microscopy with automatic phase shifting), we would like to focus on
the exciting field of live cell fluorescence microscopy. Clearly, with the develop-
ment of fluorescent protein technology, light microscopy has been revolutionized.
Progress in this field has been triggered by the discovery of green fluorescent
protein (GFP) from the jellyfish Aequorea victoria, found to fluoresce under
excitation without the need of substrates or coenzymes [40]. Mutagenesis studies
have yielded variants with improved characteristics (folding kinetics, expression
properties, photostability) and different absorbance and emission spectra, includ-
ing enhanced GFP (eGFP). In addition, other fluorescent proteins have been
engineered, like the spectral variants of the unrelated red fluorescent protein (see
Ref. [41] for references). These fluorescent proteins can be fused to virtually any
protein of interest and used in combination with a multitude of highly sophisti-
cated techniques as minimally invasive markers to track and quantify individual or
multiple proteins, to monitor protein–protein interactions, to study biological
events and signals and as photo-modulatable proteins to follow the fate of protein
populations within a cell.
One of the fields within immunology where live cell fluorescence microscopy

has allowedmajor discoveries is the study of the immunological synapse (IS). The IS
is a highly regulated spatio-temporal interface consisting of a specialized large-scale
molecular segregation of surface receptors and signaling components between
T cells and APC for recognition and activation of T cells.

9.4.1
Confocal Laser Scanning Microscopy

Compared to conventional microscopy, images obtained by confocal imaging are
less blurred due to two technical characteristics: first, a single point of excitation light
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(or sometimes a group of points or a slit) is scanned across the specimen; second,
a detector aperture obstructs the light that is not coming from the focal point.
Thus the focus of excitation and detection are confocal, reducing the background
signal from surrounding areas and allowing for high-resolution 3D images. Howev-
er, the resolution of conventional widefield microscopy has been substantially
improved by subsequent deconvolution of the data series, enabling a mathematical
reassignment of the out of focus light back to its point of source.
Using confocal microscopy, it was found that there is a spatial segregation of

several proteins at the contact interface between T cells and APC [42] (Figure 9.2).
While TCR and protein kinase accumulate in the central �bull�s eye� region (the

central supramolecular activation cluster, cSMAC), the surrounding ring structure
(the peripheral (p)SMAC) is rich in leukocyte function-associated antigen 1 (LFA-1)
and talin. Outward to the edge of the IS is the distal (d)SMAC which is enriched in
CD45 [43]. Meanwhile, an increasing number of molecules have been reported to
accumulate in the IS, including CD28 and cytotoxic T lymphocyte-associated antigen
4 (CTLA-4) [44] which are crucial for IS formation.
The IS at the contact zone between T cells and APC can be subdivided into three

functionally different regions according to the distribution of certain molecules.
The outer dSMAC is enriched in the tyrosine phosphatase CD45 which is impor-
tant for TCR signaling. It is followed towards the center by the pSMAC which
displays the integrins LFA-1 and VLA-4, adhesion molecules which are important
for Tcell activation, the cytoskeletal integrin linker talin and the transferrin-receptor
(Tf-R). The central SMAC contains TCR complexes, the co-stimulatory molecule
CD28 and protein kinase PKCq, among others. The cSMAC seems to be important
for endocytic (e.g. TCR degradation) and exocytic processes (e.g. directed secretion
of cytokines).
Initially it was believed that the IS formed as a stable structure and that TCR

signaling was both initiated and sustained by the cSMAC. This perception has
evolved into amore dynamic concept. The cSMAChas been demonstrated to formby
the convergence of TCR microclusters (MC) emerging in the periphery of the
developing IS [45]. Moreover TCR signaling has been shown not only to
occur before the cSMAC forms [45, 46] (note that the latter report uses the above-
mentioned phospho-specific antibodies) but also to be dispensable for T cell activa-
tion [47] and even CD8þ T cell killing [48]. Two reports applying total internal

Figure 9.2 Molecular markers of the different regions of the IS.
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reflection fluorescence microscopy (TIRFM) for single cell analysis highlight
the role of MC as the site for the induction of initial activation signals upon TCR
engagement.

9.4.2
Total Internal Reflection Fluorescence Microscopy

TIRFM provides a means to image processes within very close proximity to a glass
coverslip,which enables a selective visualization of surface regions of adhered cells. It
uses evanescent waves (which are generated only when the incident light is totally
reflected at the glass–water interface) to selectively illuminate and excitefluorophores
in a restricted region of the specimen immediately adjacent to the glass–water
interface. As the evanescent electromagnetic field decays exponentially from the
interface, it penetrates to a depth of only approximately 100 nm into the sample,
allowing for high-resolution imaging.
This technique has been employed to analyze the role of MCs in IS formation

and T cell activation in more detail [49, 50]. Whereas early TCR microclusters
contain a number of TCRs (up to �150) sufficient for detection by wide-field and
confocal microscopy, TCRs in microclusters generated after cSMAC formation
become scarce (<20) for detection by these techniques. Using TIRFM, the Dustin
group has shown that TCR MC form continuously in the IS periphery and move
towards the cSMAC. Whereas in the periphery, these MC concentrate activated
kinases and adapter proteins emblematic of early TCR signaling, as demonstrated
using phospho-specific antibodies, the majority of kinases and adaptors dissociate
from the MC before translocation to the cSMAC. Moreover confocal microscopy
was employed to demonstrate that while the elimination of MCs is correlated with
the loss of Ca2þ signaling, loss of the cSMAC does not [51]. Taken together these
findings suggest that MCs, rather than cSMAC, are the site for the induction of T
cell activation and impose the re-evaluation of the function of cSMAC. Confocal
microscopy has been applied to address this issue. Although initial T cell activation
signals are induced within a few minutes, continuous stimulation over several
hours is required for the final induction of T cell activation, such as cytokine
secretion and proliferation [52]. The framework of the IS including cSMAC may be
essential for maintaining a prolonged T cell/APC interaction and thus late signal
transduction. cSMAC also seem to be the site of active endocytosis of TCRs and
their reorganization through intracellular trafficking [53], a mechanism probably
important for balancing T cell activation. cSMACs may also be important for
lineage commitment by regulating direction of cytokine secretion and by seques-
tering of its receptors [54].
Tcells are very sensitive in recognizing cognate pMHC complexes. CD4þ as well

as CD8þ T cells can respond to even a single agonist pMHC ligand, while IS
formation requires about ten agonists [48, 55]. Interestingly when agonistic peptides
are present at low frequency, endogenous peptide–MHC complexes contribute to T
cell activation in the form of heterodimers of agonist peptide–MHCand endogenous
peptide–MHC complexes, stabilized by CD4 [55, 56]. Similar results were obtained
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for CD8þ Tcells using confocal microscopy and F€orster resonance energy transfer
(FRET) analysis.

9.4.3
F€orster Resonance Energy Transfer Imaging

One of the few techniques that is able to detect molecular interactions at the
subcellular level relies on fluorescence energy transfer from one fluorophore (the
donor) to an acceptor. As this resonant coupling is a very short range effect (within a
few nanometers), observation of energy transfer suggests actual physical interaction
between donor and acceptor molecules. FRETcan be measured by different fluores-
cence microscopic methods (see Ref. [57] for review), for example by quantitation of
donor fluorescence recovery after acceptor photobleaching or fluorescence lifetime
imaging microscopy (FLIM). The Gascoigne group was the first to apply this
technique to visualize molecular interactions in live immune synapses [58]. By
applying FRET analysis, they showed that nonstimulatory peptides contribute to
antigen-induced CD8/TCR interaction at the IS [59]. Other studies measuring FRET
gave further information as to how molecular interactions are involved in T cell
activation. Some examples include insights into how the CD4monomer/dimer ratio
tunes the activation threshold during initial engagement [60], how antigen recogni-
tion is translated into T cell responses by differential recruitment of CD8 to the
TCR [61] and on implications of the oligomeric state of B7-1 and -2 in signaling [62].

9.4.4
Two-Photon Laser Scanning Microscopy

In two-photon laser scanning microscopy (TPLSM), a chromophore is excited not by
a single photon but by two photons being absorbed within a femtosecond timescale,
enabling the use of longer wavelength excitation penetrating deeper into samples.
In contrast to many organ systems, the migration of immune cells and their
dynamic encounters with their surroundings are integral to both the development
and the function of the immune system. Na€ıve T cells are activated/primed by
interactions with APC, usually dendritic cells (DCs), presenting a cognate peptide in
the context of MHC and providing costimulation. As only very few na€ıve T cells can
recognize any given epitope (the frequency is in the order of magnitude of 10�6 to
10�7), mechanisms have to be in place to maximize the number of T cell/DC
encounters. This is achieved within secondary lymphoid organs (SLO), especially
the lymph nodes. Circulating T (as well as B) cells are continuously recruited to SLO
and in the past 5 years TPLSM has allowed us to study single cell dynamics
within these structures. Having entered a SLO, T cells move in an amoeboid
fashion along a random path [63]. Thereby, the stromal network has been shown
to be important in directing lymphocytes that are entering the lymph node to and
within the appropriate zones [64]. T cell priming upon interaction with DCs
presenting the cognate pMHC seems then to occur in distinct successive phases.
Von Andrian et al. [65] found that, during a first phase, CD8þ Tcells only interacted
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shortly with DCs but, although these interactions resembled in frequency and
duration the brief random collisions that occur even in the absence of antigen, T
cells still clearly got activated. Phase two was characterized by long-lasting (�1 h) T
cell/DC interactions, accompanied by full activation of the Tcells. Finally, the Tcells
left their DC partners, proliferated and displayed high motility again. Such a multi-
stage priming of CD8þ as well as CD4þ T cells (although with some slight
differences) has also been reported by other groups [66, 67]. TPLSM has also been
successfully employed to study single T cell trafficking in other contexts, for
example within tumors (e.g. Refs. [68, 69]), or the thymus, the organ where T
cells develop (see Refs. [70, 71] for review).
Besides the above-mentioned microscopic techniques employing fluorescent

markers, �conventional� intravital microscopy in sufficiently translucent tissues has
been applied to study the migration of single leukocytes in blood vessels and tissues
in live animals for more than a century and is still a powerful tool to get important
insights to leukocyte trafficking (see Ref. [72] for review).

9.5
Other Techniques for Single Cell Analysis

9.5.1
Enzyme-Linked Immunospot Assay

The enzyme-linked immunospot (ELISPOT) assay is a frequently used tool for
detecting and analyzing individual cells that secrete a particular protein in vitro.
Originally developed for analyzing specific antibody-secreting cells, the assay has
meanwhile been adapted for measuring the frequencies of cells that secrete a variety
of other molecules, especially cytokines. In comparison to intracellular staining and
FACS analysis, the ELISPOT technique has the advantage of higher sensitivity,
allowing for the detection of very low frequencies of cells (>10�5) that would be below
the background threshold in FACS. The principle of this technique is that the plates
in which a known number of cells are seeded are coated with a capture antibody that
immobilizes the protein in question secreted by the cells during the incubation
period. This sequestered protein can then be visualized using a detection antibody
that is coupled to an enzyme which catalyzes the conversion of a substrate into a
colored product. Thus, secreting cells appear as a �spot� on themembrane and can be
counted in an automated manner using an ELISPOT reader.
As CD8þ Tcells secrete IFN-g upon activation, IFN-g ELISPOTassays have been

used to detect pMHC-specific responses of human cells ex vivo. By incubating
these cells in vitro with APC loaded with candidate peptides, immunogenic peptides
can be identified in diseases like autoimmunity [73], cancer [74] and infection [75].
Moreover, assessing the frequency of CD8þ T cells recognizing these disease-
associated immunogenic peptides in humans at risk may become an important
tool to predicting the likelihood of an individual to develop a disease [76] and to
evaluate efficiency of a treatment [77].
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9.5.2
In Situ Hybridization

The principle behind in situ hybridization (ISH) is the specific annealing of a labeled
nucleic acid probe to complementary DNAor RNA sequences. This technique can be
used to locate DNA sequences on chromosomes, to detect RNA or viral DNA/RNA.
Today, colorimetric or radioactive ISH has been largely replaced by fluorescence ISH
(FISH) in which the probes either contain a fluorescent molecule or an antigenic site
that can be recognizedwithfluorescent antibodies. Although this technique ismainly
applied to the analysis of fixed tissue sections, it has also been used for single cell
analysis. In addition, FISH can be done in conjunction with confocal microscopy to
allow for single cell analysis in three dimensions (3D FISH).
As cells differentiate, their genomes are modified at an epigenetic level. T cells

differentiate from bone marrow-derived hematopoietic precursors into CD8þ or
CD4þ single positive cells in the thymus. In early stages of differentiation, T cells
express neither CD4 nor CD8. In the cortex of the thymus, these double negative cells
thenbegintoformaTCRandtoexpressbothCD4andCD8.Atthatstage,Tcellsundergo
positive selection, and depending on whether they bind to pMHC I or II they stop
expressing CD4 or CD8 and differentiate in CD8 and CD4 single positive T cells,
respectively.Using3DFISH,ithasbeendemonstratedthatthestablesilencingofCD4or
CD8co-receptor loci,andthusthelineagecommitment, isanticipatedbythereposition-
ing of co-receptor alleles to repressive centromeric heterochromatin domains [78].
Asmentioned above, expression of a functional TCR is preceded by the rearrange-

ment of V, D and J segments. Thereby, successful rearrangement of one locus
suppresses the further rearrangement of the other locus. This allelic exclusion
ensures the productive rearrangement of only one of the two respective alleles,
which leads to the expression of a single receptor with unique antigen specificity on T
cells. The same is true for the receptor of B cells (BCR). Studies onB cells using FISH
have shown that one important mechanism for allowing the rearrangement of distal
VH genes and proximal DJH segments at the Igh locus is the looping of intermediate
domains [79, 80]. This contraction is reversed upon successful Igh recombination at
one locus. This �decontraction� physically separates the distal VH genes from the
proximal Igh domain in all subsequent developmental stages, and thus prevents
further rearrangement of the second DJH-rearranged Igh allele in pre-B cells [79].
Moreover, pre-BCR signaling induces the recruitment of the second DJH-rearranged
Igh allele to repressive pericentromeric chromatin [79]. Thus, both �decontraction�
and repositioning seem to be two mechanisms important in establishing allelic
exclusion. Recent evidence suggests that that these mechanisms also contribute to
initiation and maintenance of allelic exclusion at the TCRb locus [81].

9.5.3
Electron Microscopy

Electron microscopy is based on the same principles as light microscopy but uses
electrons instead of light as electromagnetic radiation to �illuminate� a specimen.
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However, as the resolution of a microscope is limited by the wavelength of the
radiation used, electronmicroscopy has amuch highermagnification and resolution
power. Developed by Max Knoll and Ernst Ruska in 1931, transmission electron
microscopy (TEM) has since allowed insights in subcellular structures with unprec-
edented resolution. In addition, antibodies linked to golden nanoparticles can be
used to localize proteins on a subcellular level.
As mentioned above, perforin and granzymes are important effector molecules

allowing cytotoxic CD8þ T cells to kill target cells such as virus-infected or tumor
cells. Electron microscopy has substantially contributed to our understanding how
the �lethal hit� is delivered. The immunogold method has been employed to show
that perforin and granzymes are themain cytotoxic components of the electron-dense
core of specialized secretory organelles, the cytotoxic granules [82]. After antigen
recognition of the target, CTL rapidly polarize their cytotoxic granules toward target
cell contact and release their contents at a specialized secretory domain of the IS,
which lies next to the cSMAC [83]. Thereby, the cytotoxic granules are transported
along microtubules and cluster around the microtubule-organizing center (MTOC)
which moves to and contacts the plasma membrane at the cSMAC [84].

9.6
Conclusions and Outlook

The above-mentioned examples show how much scientific progress in the field of
immunology is dependent on technological advances in methodology, instrumenta-
tion, bioinformatics and the availability of reagents. They also demonstrate how
much single cell analysis has contributed in recent years to our understanding of how
the immune system works.
We believe that one trend in the near future will be to bringmultiplexing to a whole

new level, for example by applying genome-wide gene expression analysis at the
single cell level. We also envision that new micro- and nanotechnological tools will
allow us to apply single immune cells as experimental platforms, that is, as a
�laboratory in a cell� that is interfaced with the outside world. We predict that single
cell analysis will become an increasingly important part of immunologic research
that will enable us to unravel fundamental principles underlying the immune system
and thus eventually to find a cure for diseases like cancer, allergy, autoimmune and
infectious diseases and to make substantial progress in transplantation medicine.
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10
Molecular Characterization of Rare Single Tumor Cells
James F. Leary

10.1
Introduction

10.1.1
Importance of Rare Cells

Rare cells can be defined as those of less than 0.1% frequency.Ultra-rare cells can be
defined as those of less than 0.001% frequency. These are terms for ease of
discussion and are not universally agreed upon. In terms of flow cytometry and
cell sorting, rare cell applications not only push the limits of the technology but also
require levels of staining specificity beyond those assumed by most biologists. It is
important for engineers to understand that good technology can bemade irrelevant
by bad cell staining and preparation. The greatest difficulty with rare cell applica-
tions is not the immediate technological constraints but the requirement that there
be no weak links in the experimental methodology anywhere in the process from
cell preparation, flow cytometry/cell sorting and data analysis or subsequent
analysis of isolated cells. Each and every one of these steps in the methodology
must be excellent and the entire process must be thought through to eliminate or
deal with the weaker links of a given rare cell application. For reviews on �rare
event� analysis techniques, see Refs. [1–3].
There are many rare cell applications of importance to basic or clinical research.

The ones discussed in this paper help show the range not only of the applications but
also of the technological challenges to engineers working in this field. Some basic
research examples that are briefly discussed include: (1) isolation of rare cell clones
with specific mutations or transfected genes, (2) isolation of clones with combinato-
rial libraries of inserted genes and (3) studies of environmentally inducedmutations
in human cells.

Single Cell Analysis: Technologies and Applications. Edited by Dario Anselmetti
Copyright � 2009 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-31864-3
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10.1.2
Detection of Rare Tumor Cells

Whilemany biomarkers look very good in non-rare cell applications, few biomarkers
look good at rare cell level and very few at the level of ultra-rare cells. It is important to
have some idea of the S/N ratio of the marker/probe system being used before
wasting considerable energies trying to do an impossible application. Simple
mathematical modeling of data using each biomarker can be used to predict the
S/N ratio of that probe. Inmost cases one should expect to usemultiple biomarkers to
detect rare cells [4]. Ultra-rare cell applications usually require aminimumof three to
four parameters and frequently two or more biomarkers designed to minimize the
number of required acquisition parameters and to reduce data complexity. Receiver
operating characteristic (ROC) [5–8], long familiar to many engineers but only
starting to be used in flow cytometry and cell sorting [9–14], can be used to predict
the power of each probe, singly or in combination. A biomarker strategy used in this
paper is illustrated in Figure 10.1.
ROC analysis can be used to estimate the performance of various cell classifiers

both singly and in combination [10, 11, 14], as shown in Figure 10.2. In Figure 10.2
ROC analysis is applied to a rare cell classification problem, in this case the problem
of rare metastatic tumor cell analysis and purging (negative sorting to remove these
cells) from stem cells to prevent their being co-transplanted back into a patient – a
potentially very important future clinical application.
One of themost critical problems of rare event analysis is the correct classification

of the cells. To determine the correctness one must have a truth standard, that is one
must be able to unequivocally determine the identity of each and every cell in a
training set. Obviously in the new test sample there will be incoming data which
resides in a classification �gray zone� where different cell subpopulations overlap.
But if the training set is done properly, every cell can at least have a probability of
assignment calculated on a cell by cell basis. This probability becomes an important

Figure 10.1 A simple biomarker strategy for detecting rare cells
using one positive biomarker and one negative biomarker. No
cells of interest should stain with the negative biomarker which
eliminates most undesired cells.
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part of a determination of sort boundaries to allow optimization of sorted cell yield
and purity. In the case of cells which truly have partial membership in two or more
classes, for example in cases of normally differentiating cells or in the case of
hematopoietic cancers such as leukemias, fuzzy logic can be used to provide fuzzy
rather than crisp classifiers.

10.2
Finding Rare Event Tumor Cells in Multidimensional Data

In one application, done in collaboration with Drs. Jonathan Ward and Marinel
Ammenheuser at the University of Texas Medical Branch, Galveston, Texas, human
peripheral bloodmononuclear cells were exposed ex vivo to environmentalmutagens
as an assay developmentmodel for environmental carcinogenesis. In this three-color
fluorescence listmode data, BUdRuptakewas used as ameasure of strand breaks and
repair andmeasured by FITC-conjugated anti-BUdR. Amature human Tcell subset,
singled out for analysis in this assay, were labeled with PE-Cy5 conjugated anti-CD4.
Dead or damaged (membrane leaky) cells were identified on the basis of a propidium
iodide (PI) exclusion assay.
BUdRwas diluted in culturemedia at various concentrations from 10mM to 1mM

to test for optimal labeling and assuring that the thymidine analog was present in
excess of intracellular thymidine pools. 5-fluoro-uracil (5-FU) was included to block
endogenous thymidine synthesis. Anti-BUdR binding was optimal at a substitution

Figure 10.2 In this ROC plot of actual flow
cytometric parameters P1-P4, we see that P2
(side scatter) is similar in performance as a
classifier to P1 (forward scatter). P3 (a
fluorescent monoclonal antibody against
antigens found on breast cancer cells) is a

very good positive selection probe and classifier.
P4 (a fluorescent monoclonal antibody against
CD45 found on blood cells but not on breast
cancer cells) is a negative selection probe and is
neededwhen the breast cancer cells become very
rare in blood.
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level of about 25% total thymidines. Too high a substitution rate leads to steric
hindrance problems and too low a rate leads to poor signal levels. Growing cells were
allowed to incorporate BUdR for 18 h as in the established protocols of the autora-
diographic 3H-TdR procedure to which this method was compared. The cells were
then washed and incubated with PE-Cy5-conjugated anti-cell surface antigen anti-
body (initially anti-CD4) and incubated for 30min at 4 �C.The cellswerewashed once
in PBS and resuspended in 1%paraformaldehyde/0.01%Tween 20 overnight at 4 �C.
The cells were then washed in PBS to remove the paraformaldehyde. The cells were
then incubated in PBS containing Mg2þ and Ca2þ with 50 Kunitz units of DNase I
and incubated for 30min at 37 �C. The cells were then washed and suspended in
150mL of PBS containing 10% bovine serum albumin and 0.5% Tween 20 and 20mL
of FITC-conjugated anti-BUdR antibody for 45min at room temperature. Finally the
cells were washed with PBS, incubated with PE-Cy5-conjugated streptavidin and
suspended in 1mL PBS containing 10mg/mL PI, ready for flow cytometric analysis.
This is a good example how rare cell subpopulations can sometimes be hidden

even if one tries looking at all possible two dimensional projections of the data
(�bivariate scattergrams�). No matter how one tries to project this four-dimensional
data, one cannot see the rare cells of interest. To deal with this problem we used a
special �subtractive clustering� analysis (SCA) of the flow cytometric. A complete
description of SCA is beyond the scope of this paper and has been published
elsewhere [15, 16]. But briefly SCA, invented by the author, [17] is a way of comparing
two or more multidimensional data sets to find the differing subpopulations (in this
case a rare cell subpopulation of interest, as shown in Figure 10.3).

10.2.1
Rare Event Sampling Statistics

In the case of limited total sample size, there must be a sufficient number of cells
analyzable to obtain statistically or biologically meaningful results. For example, if
total sample size is limited and frequencies of rare cells which are analyzable are low,
itmay not be possible to analyze enough cells to bemeaningful at either the statistical
or biological level. Since most rare cell experiments are difficult and costly, this
should be taken into account before plungingmindlessly into an attempt to analyze or
sort rare cells. Mathematical and statistical modeling of the situation is wise to do
beforehand as it may change the fundamental approach to the problem. When the
number of rare cells is very small it is important to use combinatorial rather than
Poisson statistics as Poisson statistics are only an approximation which is not
particularly stable below about 50 rare cells [18]. For example, to insure with 95%
confidence that the single rare (10�6 frequency) cell has been sorted actually requires
that a minimum of nearly three million cells must be sampled. Since the probability
of successfully isolating the rare cell of interest above false-positive background
events becomesmore difficult for rare cells, it is important to sample an even higher
number than this because it is highly likely that there will be false-positive cells
sorted. The times needed to isolate a given number of desired rare cells as a function
of sorting rate are illustrated in Table 10.1 [18].
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If rare single cells are to be isolated for either cloning or for single cell PCR the
proper approach is to take these rare cell sampling statistics into account and perform
single cell,multitube sorting. An important principle of rare cell sorting is that at very
rare cell levels perhaps no cell markers, for example, monoclonal antibodies, will be

Figure 10.3 Top row shows bivariate displays of
FITC, SSC and FSC for a 10 000 event file of the
PBMC/CEM-C7 mix that includes debris,
peripheral blood mononuclear cells (PBMCs),
negative CEM-C7s and positive CEM-C7s.
Middle row are bivariate displays for a 100 000
event file showing an additional cluster of debris
and how �buried� the true CEM-C7/BrdU
positives were under false positives. Bottom row
are bivariates of the final result of the multiple
subtractions used to pull out the true BrdU
positive population at 0.01% from the initial

8.0� 107 total cells. Row 1: Bivariate displays of
FITC, SSC and FSC for 10 000 event file of the
PBMC/CEM-C7 mix showing debris, PBMCs,
false positiveCEM-C7s and true positive CEM-C7
cells. Row 2: Bivariate displays for 100 000 event
file showing an additional cluster of debris and
also showing how �buried� the true CEM-C7/
BrdU positives were to begin with. Row 3: The
final result of the �multiple subtractive� process
showing the true BrdU positive population at
0.01% from 8� 107 cells.
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good enough to pull out pure populations of rare cells fromanoisy background. But if
rare cells are isolated by single cell sorting, 100% pure rare cells can always be
isolated. If the S/N ratio is very poor, the number of tubes of single isolated cells
becomes impractical. But with modern molecular biology methods such as PCR,
even single copy DNA or small numbers of mRNA sequences from a single cell can
be quickly expanded into 106–108 copies [19]. So the principle is to recover a single
copy of the DNA or mRNA template from a sorted single cell and then make many,
many copies of that template much more rapidly than can be accomplished even by
high-speed cell sorting. The basic idea of single cell,multitube cell sorting is shown in
Figure 10.4. Obviously cells can be sorted into tube arrays, or multiwell plates. The
flow cytometric information associated with each sorted cell can remain associated
with all of the subsequent molecular measurements by a method known in the field
as �indexed cell sorting� [20]. We have combined flow cytometric indexed cell sorting

Figure 10.4 The general principle of single cell, multitube PCR
analysis of sorted single cells is to obtain one or more copies of a
DNA or mRNA template from a single sorted cell. Some of the
singly sorted cells will be false positives due to the inability of
specific marker probes to have a high enough S/N ratio above
false-positive staining background.

Table 10.1 Frequency of cells with selected characteristics¼ 10 E–06 (0.95 level of assurance).

Desired number
of cells with selected

properties

Total number
of sort decisions

Time (s) required to collect desired cells

Sorting rate (sort decisions/s)

2500 5000 10 000 20 000 50 000 10 0000

1 2 990 000 1196 598 299 150 60 30
10 15 705 214 6282 3141 1570 785 314 157
100 116 997 126 46 799 23 399 11 700 5850 2340 1170

1000 1 052 577 091 421 031 210 515 105 258 52 629 21 052 10 526
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data with molecular data in hybrid files which we have then used for subsequent
analysis with multivariate statistical packages such as S-Plus for Windows.
Our practical experience agrees quitewell with these theoretical predictions.When

we have attempted to isolate rare (10�6 frequency) cells (labeled with very good
probes!) we find that we usually get two to three rare cells successfully isolated per 10
single cell sorts, as depicted in Figure 10.1. Similarly we have had applications where
the probes are not very good and the combination of limited sampling statistics due to
low numbers of cells available and poor probes have made impossible the successful
isolation of less rare cells of a frequency of 10�5. So onemust pay careful attention to
whether enough cells are available to reach proper sampling statistics and whether
the probes are good enough to practically isolate the rare cells of interest.

10.2.2
High-Speed Sorting of Rare Cells

Cellsmust be isolated fast enough in sufficient quantity and purity and in a condition
to allow the subsequent molecular characterization steps. High-speed �enrichment
sorting� is one way to diminish the overall time necessary to obtain the most cells of
the highest purity. The first sort is done at very high speeds, eliminating most
undesired cells, but still containing some nearby cells that are within the sorting
interval (typically a two-droplet sorting unit). The sorted sample is then re-sorted a
second time at slower speeds to yield the highest possible purity of sorted cells of
interest. The concept of �enrichment sorting� [21] is shown in Figure 10.5.

10.2.3
Sorting Speeds must be Fast Enough to be Practical

When the total sample size is large and the rare cell frequency small, there may be
some fundamental limits imposed by instrument stability/operation, marker stabili-
ty and cell viability. Thus there is usually a time window imposed by these variables
that should be carefully considered when either designing an instrument for an
application or attempting an application on an existing instrument. Inmost cases this
time window will require an analysis speed in excess of 10 000 cells/s for rare cell
applications and an analysis speed in excess of 40 000 cells/s for ultra-rare cell
applications. In terms of fundamental limitations it is possible to build instruments
capable of analysis speeds in excess of 100 000 cells/s, if properly designed. But to do
efficient high-speed sorting or rare cells, it is wise to do the fundamental cell
classification/sort decision in two stages. The first stage should classify most of the
cells with easy decisions so that the second stage can spend more time making
the tough decisions.Most of the timewe know that the cells are not of interest and the
decision is straightforward and can usually be accomplished by some simple Boolean
combination of simple gates of the original parameters. But therewill always be some
potential false positive cells which must be distinguished from the true positive rare
cells of interest. To make these tougher choices may require more elaborate gating
and perhapsmathematical combinations of parameters (e.g. discriminant functions)
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which are more complicated and require more time to process the signals. One
should also remember that mindless high-speed digitization of signals merely leads
to a river of digital data that must be processed at least partially in real time.
Otherwise, one would have to deal with the problem of storing and processing of
many gigabytes of data per sample.

10.2.4
Limits in Sorting Speeds and Purities

Sorting is fundamentally more difficult and slower than analysis for a number of
reasons. First, sorting requires that the rare cells be properly classified, which itself is
difficult. Cell sorting should really be considered as real-time data analysis. The
calculations and classifications must be done fast enough to reach a sort decision,
typically less than a millisecond after excitation of the cell. Fortunately there are
new methods available to accomplish this feat [9–13, 22] By using one or more
linked, high-speed lookup tables one can perform complex linear and nonlinear
�calculations� at memory speeds enabling their use for real-time statistical classifica-
tions suitable for cell sorting decisions. The lookup tables are pre-calculated for a
range of useful values based on data obtained from an aliquot of the cell sample, as is
typically done for any cell sorting decision. The incoming data is then compared to
lookup table values which then can be used to issue a sort/no sort decision.

Figure 10.5 Cell sorters are much more efficient
at very high throughput speeds in terms of the
enrichment factor from the original rare cell
concentration to the final sorted rare cell
concentration. In this concept, a cell of original
frequency of 10�5 (one rare cell per 100 000 total
cells) can be sorted at 100 000 cells/s with a

sorter capable of generating 33 000 droplets/s. A
high-speed first-pass sort enrichment of more
than 30 000-fold, based on up to three rare
parameters and five additional total parameters,
can be attained. Sorted cells can then be resorted
to any desired purity based on the quality of the
selection probes.
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Second, as any flow cytometrist knows, the Achilles heel of a flow cytometer is the
flow, that is, the stability of the fluidics is fragile and difficult to maintain. Since high-
speed fluidic switching is still under development and has not yet been applied to cell
sorting, droplet sorting is presently themethod of choice, although thismay change in
the not-too-distant future.Whilefluidic switching has problems of its own, it hasmany
potential advantages over droplet sorting, not the least of which is the safety issue of
sorting biohazardous materials in a closed system rather than in an open system with
aerosol generation. Advances in microfluidics may well change this situation.
Not only is the break-off position of a cell sorter difficult to maintain, but as the

number of cells/sec is increased for sorting of rare cells, the stability becomes less
reliable. The stickiness of the cells makes clumping a problem at high cell concentra-
tions (e.g. greater than 5� 107 cells/mL). In terms of the fluidics, the cells themselves
start to contribute to the viscosity of the sample stream,making transport difficult and
less predictable. As discussed later inmore detail, a high-speed cell sorter for rare cells
should be able to measure the arrival statistics of the cells to determine if the cell
preparation is adequate to permit isolation of these rare cells. As discussed later in this
chapter, cell arrival statistics is a critically importantmeasure of cell sorter performance
during actual cell sorting of rare cells. If the fluidics are working properly, cell arrival
statistics should be random. Cell arrival statistics can be described by simple queuing
theory [23] familiar tomany engineers and discussed in theflow cytometry/cell sorting
field in a number of papers by different groups [1, 24, 25].

10.3
Classification of Rare Tumor Cells

It is possible for a given cell to belong to more than one classification through use of
fuzzy set theory (e.g. differentiating cells which are partly a member of two, or more,
neighboring differentiation states). But most of the time we use �crisp� rather than
fuzzy logic and assignmembership of cells (e.g. a tumor cell) to a particularly category.
The consequence of using crisp logic is that the classification canbe correct if it is a true
positive (TP) or if the cell is a truenegative (TN). But there is also a givenprobability that
the cell will be incorrectly classified into a false positive (FP) or false negative (FN) as
shownconceptually inFigure 10.6. The classification curvesneednot beGaussians and
usually are not. When a cell is incorrectly classified into a FP or FN, then the purity of
the sorted cells is lowered and subsequent molecular characterizations of sorted cells
can and will be affected. Since we separate rare cells on the basis of multiple cell
classifiers (e.g.multicolor labelingof cells), the classifiers shown inFigure 10.6must be
extended to multiple dimensions of the multiparameter data. Most people use
principal component analysis (PCA) to reduce the dimensionality of the data for
human visualization. PCA tilts the projection plane onto which the multidimensional
data is projected to maximize the statistical variance of the data points. While PCA
provides a good first look at multidimensional data, it is actually not the best way of
projecting the data in terms of cell classifiers. Discriminant function analysis (DFA)
uses a different projection metric which makes the cell subpopulations clusters in
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multidimensional data-space as tight as possible andmaximizes the distance between
clusters. DFA classifiers provide a better way to perform statistical classifiers with the
least amount of FP and FN misclassifications. Different cutoff scores in DFA can be
chosen based on the costs ofmisclassification (Figure 10.7) [26].While there aremany

Figure 10.7 In this example stem cells and tumor cells are
separated by DFA with different cutoff scores to exclude varying
percentages of tumor cells from stem cells. DFA with costs of
misclassification for normal human bone marrow and MCF-7
breast cancer cells where discriminant scores are in units of
standard deviations.

Figure 10.6 Every cell needs to be classified as either desired (e.g.
tumor cell) or undesired (e.g. normal blood cell). During this
classification process four types of classifications can occur:
TP¼ true positives, TN¼ true negatives, FP¼ false positives,
FN¼ false negatives.

206j 10 Molecular Characterization of Rare Single Tumor Cells



ways to think and quantitatively assign costs of misclassification, the easiest way is to
think of the cost in terms of howmany TP cells must be discarded to lower the FP and
FN rates to what is acceptable in terms of the application. An example is the
simultaneous sorting of stem/progenitor cells from blood or bone marrow for an
autologous transplantwhile simultaneously removing tumor cells that you donotwant
to accidentally co-transplant back into the patient. This co-transplantation can have
serious consequences to an immune-suppressed patient as previously shown [27]. The
concept of multidimensional classifiers is shown conceptually in Figure 10.7a with
actual data shown in Figure 10.7b [26].
Real-time statistical classifiers, with �flexible sorting� decisions implementing the

costs of misclassification, have been implemented in a high-speed cell sorter in the
author�s laboratory. This system provides for a two-step classification process which
results in total throughput speeds of more than 100 000 cells/s and successful
detection and sorting of rare tumor cells at frequencies as low as 10�6. This high-
speed sorter, shown conceptually in Figure 10.8, has been described previously in
many publications and patents and summarized in a recent overview article [3].
Re-weighting of the input variables using embedded algorithms: if additional

information indicates that the input variables should be re-weighted, this can be done

Figure 10.8 Overview of a six-color high-speed
flow cytometer with a single layer neural network
architecture that allows real-time classification/
sort decisions on the basis of multivariate
statistical functions. For high recovery of cells
sorted at high speeds and for efficient single cell
recovery, we often sort cells of interest straight-

ahead, achieving sort recoveries of more than
95% even at the single cell level at rare cell
frequencies as low as 10�6. The multivariate
statistical functions calculated in real-time
provide for statistically-based sort boundaries
and ameasure of the degree ofmisclassification.
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by passing outputs to another linked lookup table. This other informationmay come
from information known about the sample. Or if one form of analysis is more
accurate in classification over a subset of the data space, data can be re-mapped to a
different lookup table that is more appropriate for that subregion of the input data
space. One application of this method is the use of multiple expert systems, whereby
the expert is chosen dynamically depending on the sub-region of the input data space.
Figure 10.9 shows theuse of such an embedded algorithm for sorting to optimize sort
yield/purity and to include penalties (or �costs�) of misclassification [10].

10.3.1
Using Classifiers to Sort Rare Tumor Cells

The overall system for multivariate statistical sort decisions is sufficiently compli-
cated that a �roadmap� is useful to the reader. Figure 10.10 shows how thesemethods
can be applied to the problem of high-speed human stem cell sorting with simulta-
neous tumor purging such that cancer cells are removed from a patient�s bone
marrow before the cells are re-infused into the patient after high-dose chemotherapy
as is done in some advanced procedures to treat breast cancer. Gene marking
experiments have shown that this may be a serious problem [27].

Figure 10.9 Embedded algorithms allow for the
real-time shifting of weighting factors on input
variables according to other information known
to the researcher or through expert systems
analysis of similar data. Importantly, this
re-weighting of the weighting factors of the
classifying function can be done dynamically
such that different expert systems can be applied
in real time to different subsets of the incoming

data stream. Such a system also can be set up in
learning mode such that improvements in
classifier/sort decisions can be attained by
studying the results of previous sorts. Many of
our sort algorithms are first studied using data
mixtures and classifier tags so that the accuracy
of classification/sort algorithms can be
simulated and the best classifier decisions
applied to given experiment.
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10.4
Molecular Characterization of Sorted Tumor Cell Cells

10.4.1
Model Cell Systems

A model system was developed to detect mutations in a tumor suppressor gene,
PTEN, thought to be an important tyrosine kinase inhibitor responsible for main-
taining a normal cell phenotype. PTEN, a putative protein tyrosine phosphatase gene
may suppress tumor cell growth by antagonizing protein tyrosine kinases and may
regulate tumor cell invasion and metastasis. The mutation and deletion in PTEN
gene has been found in two breast cancer cell lines (BT-549, ATCCnumberHTB-122;
MDA-MB-468, ATCC number HTB-132).

10.4.2
Design of PCR Primers to Detect the PTEN Gene Region

We first designed primers to amplify the target region of PTEN gene using the
Primer3 software package. This code is available through the Whitehead Institute of

Figure 10.10 A �roadmap� of the entire process
used to perform high-throughput system (HTS)
analysis and sorting for the separation of human
adult stem/progenitor cell subpopulations free
of contaminating tumor cells. Special home-built
data mining software known as �subtractive
clustering� helps find the rare cells of interest.

Then multivariate statistical classifiers are
produced for sort decisions. These statistical
classifiers (e.g. discriminant functions) are then
reformulated into LUT format and downloaded
into the hardware for subsequent real-time
classification and sorting of stem cells and tumor
cells.
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MIT at http://www-genome.wi.mit.edu/genome software/other/primer3.html). In
theMDA-MB-468 cell line we expect to find a 44 bp deletion in codon 70 (210 nt). The
primers to amplify DNA sequences around this deletion were designed to have a
Tm¼ 60 �C, with a left primer (23-mer; cat caa aga gat cgt tag cag aa) and a right
primer (25-mer; ctt gta atg gtt ttt atg ctt tga a). The PCR product from RNA should be
190 bp for the normal gene and 146 bp for the deletion gene. The PCR product from
DNA should be 380 bp for the normal gene and 336 bp for the deletion gene [12].
For the BT-549 cell line we expect to find a 1 bp deletion in codon 274 (822 nt). We

designed PCR with a Tm¼ 62–63 �C, a left primer (20-mer; cct cca att cag gac cca ca)
and a right primer (20-mer; gga gaa aag tat cgg ttg gc). The PCR product from
RNA should be 340 bp for the normal gene and 339 bp for the deletion gene. The
PCR product from DNA should be 393 bp for the normal gene and 392 bp for the
deletion gene.
After PCR amplification these amplimers were further expanded using TAcloning

methods (Shuman, 1994) which involved subcloning the PCR fragments to a TA
vector. Subsequently, the PCR-amplified, cloned sequences were sequenced (using a
Perkin–Elmer ABI 377XL sequencer with ABI Prism 377 ver. 2.1.1 sequencing
software) for the target gene area of PTEN. For studies on sorted single cells, the
nested PCR primers (NP for MDA-MB-468; NP2 for BT-549) were used to amplify
PTEN target sequences in the single sorted cell [12].

10.4.3
Processing BT-549 Human Breast Cancer Cells

The breast cancer cell line BT-549 was cultured in a T-75 flask and subsequently
harvested with trypsin/EDTA digestion and washed with PBS. The cells were then
fixed with 1% paraformaldehyde at 4 �C until used, at which time the cells were
washed with PBS two times to remove the paraformaldehyde. The cells were
resuspended with 100mL of 0.5% saponin solution at pH7.5 to permeabilize for
intracellular staining of cytokeratins. The cells were then immunofluorescently
labeled by adding 40mL of anti-cytokeratin (CAM 5.2) conjugated with FITC (Becton
Dickinson, catalog no. 347653). The reagent wasmixed thoroughly and incubated for
1 h at 4 �C. After labeling, the cells were washed twice with PBS and examined by
fluorescence microscopy prior to flow cytometric analyses [12].
The cells were filtered with a Steri-Dual filter (Miltenyi Biotec, Inc.) before flow

cytometric analysis to remove cell clumps. Single cells were sorted into a PCR
tube containing 5 mL of cell lysis buffer. We also sorted samples of 50 cells and 10
cells per tube. We then lysed the sorted cells for subsequent PCR. Then 1mL
(2mg) of proteinase K (Life Technologies, catalog no. 25530-049) was added to
each sample PCR tube and mixed thoroughly. The samples were then incubated
at 94 �C for 10min, followed by incubation at 55 �C for 30min. Nested PCR
amplification of the PTEN gene was then performed. In the first PCR reaction the
primer set CGF-3 and CGR-3 is designed for amplification of single by deletion of
exon 8 in PTEN gene (the primer sequence was generously provided by Dr. Eng,
Harvard University).
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Then 6mL of lysate was added to 1mL of CGF/R-3, 18mL of water and 25mL of PCR
master. The PCR reaction was performed beginning with a �pre-PCR� step of 94 �C
for 2min, which is a pre-heating step to prevent the formation of primer dimers. The
PCR reaction was then carried out for a total of 40 cycles with the following thermal
cycling regimen: 94 �C for 45 s, 50 �C for 1min, 72 �C for 2min, 72 �C for 10min. But
this time we not only had to PCR-amplify DNA sequences, we also had to sequence
those amplimers to find the mutated tumor suppressor genes [12].

10.5
Detection of Mutated Sequences in Tumor Suppressor Genes

This is an application of rare cell sorting that requires high-speed or ultra high-speed
analysis and moderate speed, but very high-precision, single cell sorting. The
problem is to look at a statistically meaningful number of cells to find the mutant
cell and then have enough power in the sort decision to precisely grab that cell free
from a large background. In this example, a rare (106 frequency) tumor cell bearing a
mutation in a tumor suppressor genewas analyzed and carefully sorted to a single cell
level (Figure 10.11). The DNA from the sorted single cell was then amplified with
polymerase chain reaction (PCR), cloned into a vector, further grown and then DNA
sequenced. The result was the detection of a single base pair mutation in the PTEN
tumor suppressor gene thought to be important in the outcome of breast cancer
(Figure 10.11) [12].

10.5.1
Detection of Mutations in Breast Cancer Tumor Suppressor Genes
by High-Throughput Flow Cytometry, Single Cell Sorting and Single Cell Sequencing

An example of rare tumor cell detection used thismethodology [12]. A rare tumor cell
clone was mixed with a human T-cell line at a frequency of 10�6. A defined cell
mixture of CEM/C7 (human Tcells) andMCF-7 cells (human breast carcinoma cells,
ATCC no. HTB-22) was constructed to yield a frequency of 106 tumor cells for flow
cytometry and cell sorting. The cells were then analyzed on the basis of cytokeratin-
positive fluorescence and for negative labeling with CD45. We then tested for sort
recovery and purity in the case of a defined cell mixture of MCF-7 and CEM/C7 cells.
We usedDNAHLA-DQalpha typing of theMCF-7 cells (1.2 and 4.0) and the CEM/C7
cells (1.2 and 1.3) to see our efficiency of successful selection of tumor cells. Because
the amount of PCR-amplified DNA from a single cell is too small to be seen by
conventional ethidium bromide staining of the PCR products on a gel, enzymatic
amplification techniques must be used. One such technique we have used is
enhanced chemiluminescence (ECL; Amersham Life Science, catalog no. RPN
3021) whereby Southern blotting is performed with enzymatically labeled comple-
mentary sequence oligonucleotide (�oligo�) probes. An enzymatic reaction gives rise
to chemiluminescence that can then be detected on x-ray film, but without the
hazards and disposal problems of radioactive probes. ECL provides an enzymatic
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amplification factor of approximately 1000 times, thus permitting detection of PCR
products from single cells. Single cell DNA sequencing results from TA cloning. As
we described previously [12], DNA sequencing of sorted single tumor cells can be
performed. We sorted single cells with several mutations, including the BT-549 cells
that have a single base pairmutation in the so-called PTEN gene, a tumor suppressor

Figure 10.11 Flow cytometric results from a
defined cell mixture of 1025 frequency MCF-7
cells in a major population of human CEM/C7
T cells. Cells were labeled with a phycoerythrin
(PE)-conjugated anti-CD45 antibody and a
fluorescein isothiocyanate (FITC)-conjugated
anti-cytokeratin antibody. A small subpopulation
of rare MCF-7 cells was detected in region R2 in
an aliquot of the sample. Cells in this regionwere
then sorted at the single cell level for subsequent
PCR analysis, TA cloning and DNA sequencing.
(a) The four tumor cells, shown in this aliquot of
cell sample, have been highlighted as dark
enlarged circles in the flow cytometric
distribution for easier viewing. (b, c) ECL
detection of PCR-amplified sequences from
sorted, rare, single tumor cells as shown in (a).
(b) Nested PCR product on 2% agarose gel
stained with ethidium bromide. (c) The result of

Southern blotting with HLA DQ-alpha type 4
probe. The result indicates that the sorting
efficiency is 7 of 10; and the Southern blot shows
6 of 10 areMCF-7 cells (lanes A. D, E, F, G, J). (d)
The result of ECL Southern blotting with HLA
DQ-alpha type 4 probe. The result indicates that
the overall sorting efficiencywas seven recovered
single rare cells out of 10 (a fairly typical recovery
over many experiments) and the Southern blot
reveals that six of those seven sorted cells were
MCF-7 cells (lanes A, D, E, F, G, J), showing that
the sort classification was fairly accurate. The
alignment of DNA sequencing of the PTEN gene
region from a single sorted cell (top) and
alignment (bottom) shows that the PTEN
mutation consists of amissing single base pair at
nucleotide 61 of exon 8. These results show
successful detection of a single base pair
mutation in a single sorted cell.
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gene that has been previously described. A clone of BT-549 cells was analyzed by flow
cytometry and sorted into single PCR tubes for subsequent analysis by PCR and TA
cloning. The DNA from the PTEN gene region of sorted single cells was amplified by
PCR and cloned into a TA cloning vector. The vector was then amplified by growth in
host Escherichia coli bacterial cells and the plasmid DNA was isolated and purified.
This purified plasmid DNA containing the PTEN gene sequences from sorted single
cells was then analyzed on aDNA sequencing instrument. A typical DNA sequencing
result from a single sorted BT-549 cell is shown in Figure 10.12. Cells without
the mutated sequence show normal PTEN gene sequences (data not shown). An
alignment analysis of this sequence data reveals a single base pair deletion at
nucleotide 61 of exon 8 of the PTEN gene, which is indicative of the PTENmutation
present in these BT-549 cells.
To see if we could indeed perform DNA sequencing of sorted single tumor cells

with mutations we next sorted single cells with several mutations, including the
BT-549 cells which have a single base pair mutation in the so- called PTEN gene, a
tumor suppressor gene that has been previously described [28]. A clone of BT-549 cells
was analyzed by flow cytometry and sorted into single PCR tubes for subsequent
analysis by PCR andTAcloning. TheDNA from thePTENgene region of sorted single
cells was amplified by PCR and cloned into a TA cloning vector. The vector was then
amplifiedbygrowth inhostE. colibacterial cells and theplasmidDNAwas isolated and
purified. This purified plasmid DNA containing the PTEN gene sequences from

Figure 10.12 PCR analyses of conventionally sorted MCF-7 cells,
with 50 cells, 10 cells and one cell per PCR tube. As can be
seen from the results, the overall efficiency of sorting was virtually
100% for single cells.
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sorted single cells was then analyzed on a DNA sequencing instrument. A typical
DNAsequencing result froma single sortedBT-549 cells is shown inFigure 10.11 [12].
Cells without the mutated sequence show normal PTEN gene sequences (data
not shown).
As can be seen in Figure 10.12, while the overall single cell sorting efficiency of this

experiment was close to 100% (the average efficiency is approximately 90–95%,
taking into account day to day variations in sorting efficiency and stability), the
percentage of cells that were sufficiently amplified with nested primers around the
HLA-DQ-alpha region for single cell DNA typing was only 70%. However, by using
oligo probes for eachDNA type, six of the seven sorted single cells detectable by DNA
typing were the of the correct DNA type (i.e. MCF-7 tumor cells) indicating that we
were able to detect and isolate the rare tumor cells of interest [12].

10.5.2
Single Cell Sorting for Mutational Analysis by PCR

Before attempting to sort the rare BT-549 cells forDNAsequencing, wefirst tested the
sensitivity of the overall systemby sorting 50 cells, 10 cells and single cells fromapure
mixture of MCF-7 cells (Figure 10.12). As can be seen from the results, the overall
efficiency of sorting was virtually 100% for single cells. But in this defined cell
mixture experiment, the additional complication involves successful detection of
the rare cells using the positive and negative selection markers described in the
beginning of this chapter in Figure 10.1. There is also the possibility for contamina-
tion of the sorted cell sample during the entire process which we sometimes find in
these experiments.HenceDNA typing of each sorted single cell serves as a �truth set�
for assessment of sorting purity and accuracy in the case of defined cellmixtureswith
cells of different DNA types. Unfortunately, in the �real case� of tumor cells in a
patient�s blood or bone marrow, the DNA types are the same. But for this model
system the DNA typing tells us the exact identity of the sorted cell. Depending on the
success rate in obtaining the correct rare cells, we must sort additional single cells to
insure that we obtain the statistical sampling necessary for detecting a tumor cell
subclone of a given frequency.
We then tested for sort recovery and purity in the case of a defined cell mixture of

MCF-7 and CEM-C7 cells. We used DNA HLA-DQ-alpha typing of MCF-7 cells and
CEM/C7 cells to show our efficiency at successfully selecting tumor cells. Since the
amount of PCR-amplified DNA from a single cell is too small to be seen by
conventional ethidium bromide staining of the PCR products on a gel, enzymatic
amplification techniques must be used. One such technique we have used is
enhanced chemiluminescence (ECL; Amersham Life Science, catalog no. RPN
3021) whereby Southern blotting is performed with enzymatically labeled comple-
mentary sequence oligonucleotide (�oligo�) probes. The enzymatic reaction gives rise
to chemiluminescence which can then be detected on X-ray film, but without the
hazards and disposal problems of radioactive probes. ECL provides an enzymatic
amplification factor of approximately 1000 times, permitting detection of PCR
products from single cells.
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10.5.3
TA Cloning

�TA Cloning� techniques (Figure 10.13) have been developed and are commercially
available. Our laboratory uses the TOPO TA cloning version B kit with the pCRII-
TOPO vector (Invitrogen, catalog no. 45-0640). Briefly, this kit provides a highly
efficient, 5-min, single step strategy for the direct insertion of Tug polymerase-
amplified PCR products into a plasmid vector. No ligase, post-PCR procedures, or
PCR primers containing specific sequences are required. The plasmid vector pCR II-
TOPO is linearized with a single overhanging 30 deoxythymidine (T) residues. The
Taq polymerase has a nontemplate-dependent terminal transferase activity which
adds a single deoxyadenosine (A) to the 30 ends of the PCR products. This arrange-
ment exploits the ligation reaction of topoisomerase by providing an �activated�,

Figure 10.13 TA cloning allows for more faithful
expansion (in terms of fidelity of DNA
sequences) of the DNA from single sorted cells
for subsequent DNA sequencing of particular
genes that might be mutated (figure adapted
from Invitrogen, Inc.). The overall strategy of �TA
cloning� is depicted in this figure. Sorted cells are
PCR-amplified with appropriate primers to
amplify the sequences of interest. Then these

amplimers with A overhang ends, are ligated into
a TA cloning vector which contains a region
which can be cut by a restriction endonuclease to
have a T overhang region. The cloning vector can
then be amplified in its host to produce
quantities of DNA sequences sufficient for
subsequent DNA sequencing [12] and adapted
from Invitrogen product literature.
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linearized TA vector using proprietary technology (Shuman, 1994). Ligation of the
vector with a PCR product containing 30 overhangs is very efficient and occurs
spontaneously within 5min at room temperature (p. 1,TOPO TA cloning version B
manual; Invitrogen). The TOPO-cloning reaction can then be transformed into
competent cells for subsequent transformation and ultimately plasmid purification.
This technique therefore involves PCR amplification of a particular gene of interest
(e.g. a tumor suppressor gene) and then ligating these amplimers into a specially
designed TA cloning vector.
Sorted cells were PCR-amplified with appropriate primers to amplify the

sequences of interest. Then these amplimers. with A-overhang ends are ligated into
a TA cloning vector which contains a region which can be cut by a restriction
endonuclease to have a Toverhang region. The cloning vector can then be amplified
in its host to produce quantities of DNA sequences sufficient for subsequent DNA
sequencing [12].

10.5.4
Single Cell Analysis of Gene Expression Profiles

The sorting of cell subpopulations for subsequent gene expression microarray
analyses pushes the limits of current sorting technology. Because the gene expression
profile (GEP) of heterogeneous cell populationswill reflect theweighted average of all
cell subpopulations present according to their relative frequencies, cells must be
sorted to sufficient purity to allow formeaningful results [29]. In addition, to avoid the
distortions of the GEP caused by so-called linear amplification technologies (that are
never linear!), the number of sorted cells per gene chip to be analyzed needs
realistically to be in the order of 100 000 cells and more commonly 100 000 000
cells(Figure 10.14), with more cells being required for oligo-based microarrays than
spotted microarrays (Figure 10.15) [30].

Figure 10.14 Oligo microarrays (e.g. Affymetrix)
require approximately 106 copies of gene
sequences to be properly read on the chip. Each
round of T7 amplification provides
approximately a 1000-fold expansion of the gene

sequences. One round of T7 amplification of the
mRNAprovides enoughmaterial from 1000 cells
for an Affymetrix analysis. Two rounds of T7
amplification provide enough material from a
single cell for such an analysis.

216j 10 Molecular Characterization of Rare Single Tumor Cells



However, the GEP profile of all well-behaving genes (in terms of their oligo
sequences on the Affymetrix chips) can be recovered for 1000 sorted cells with one
round of T7 amplification and on a single sorted cell after two rounds of T7
amplification. To obtainmeaningful results for even �moderately expressing� genes
requires sort purities greater than 70%. Low expressing genes require sort purities
greater than 90% andmore typically greater than 95% purity [29]. If one is trying to
purify cell subpopulations with less than 10% purity, this requires a minimum cell
sorting rate faster than 100 000 cells/s. For cell subpopulations with less than 1%,
for example, stem/progenitor cells, a more realistic sorting rate would be in excess
of 500 000 cells/s. Importantly, it should be remembered that the GEPs of these live
cells are rapidly changing, so sort experiment times of 4–10 h are not possible
without considerable degradation of the mRNA of these cells. Nevertheless,
meaningful if not perfect information can be obtained about the GEP of rare
sorted cells and even single cells (Figure 10.16) [30]. An example of results from
sorted human stem/progenitor cell lines and cells from cord bloods of newborns
are shown in Figure 10.17 [30].
Sorting by brute force for many hours is simply not an option with live cells

because the cells themselves are changing faster than this time interval. Stating an
obvious but frequently ignored scientific logic, the measuring process must always
be much faster than the rate of change of the objects being analyzed! Proteins tend
to be a little more stable in terms of half-life. Subsequent mass spectrometry of
proteins from sorted cells probably requires on the order of 106 to 107 cells,
depending on the type and sensitivity of the instrumentation. Hence, sorting a 10%
cell subpopulation would require analysis of 107 to 108 total cells, assuming no cell
losses. This is doable with current high-speed cell sorters. In contrast, if only 1% of
the cells are sorted, we start to get into the realm where higher rates of cell sorting
are needed.

Figure 10.15 Oligo-based microarrays (e.g. Affymetrix, Inc.)
require approximately 10 times as much RNA as spotted
microarrays (e.g. Clontech, Inc.). Approximately 106 cells are
required for oligo microarrays or 105 cells from spotted arrays if
RNA amplifications methods are not used.
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Figure 10.17 Microarray analysis of purified
CD34þ cord blood stem/progenitor cells. (a)
Flow cytometry scattergrams of cord blood
mononuclear cells (CBMCs) magnetic activated
cell sorting (MACS)-purified CD34þ cord blood
stem/progenitor cells, unsorted KG-1a cells and
MACS-sorted KG-1a cells. (b) Affymetrix
microarray images of the same four samples.
Arrow 1 is pointing at a sequence expressed only

in the first two samples. Arrow 2 is pointing at a
sequence expressed only in CD34þ cord blood
stem/progenitor cells. (c) Analysis of data. (d)
Heat map of the same four samples. Samples
and genes are ordered by Spotfire hierarchical
clustering analysis based on normalized
expression levels. Some groups of genes (a, b, c)
are differentially expressed in CD34þ cord
blood stem/progenitor cells.

Figure 10.16 Affymetrix array images of linear
GEP amplification - CEM cells. GEPs were
compared for 106 cells unamplified, 104 cells
after one round and a single cell after two rounds
of T7 amplification. Each small square
represents the expression level of an individual
gene sequence. To visualize the raw image data

of microarray analysis, corresponding segments
of Affymetrix images were cropped, magnified
and pseudo-colored using the Affymetrix
Microarray Suite 5.0 software. Even a single cell
produced an analyzable GEP. The pattern of
expressed genes was similar at each stage.
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10.6
Conclusions and Discussion

Using a variety of rare event staining, detection, sorting and data analysis methods,
single rare cells of frequencies as low as 10�6 can now be successfully identified and
isolated. That is not to say that such experiments are easy to perform. There are
challenges at several levels and the major challenge is performing all phases of the
experiments well. There are now a variety of molecular characterizations that can be
performed at the single cell level to analyze specific DNA sequences to search for
mutations related to the outcome of certain human diseases. RNA amplification
methods can recover the general GEP of rare cells even at the single cell level.
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11
Single Cell Heterogeneity
Edgar A. Arriaga

11.1
Introduction

One of the wonders in nature is the process of embryogenesis in which one single
fertilized egg develops into a multicellular organism. During this process, cells
replicate multiple times and, at the same time, differentiate into different cell types
with a variety of properties and functions. Neurons, T cells, hepatocytes, skeletal
muscle fibers and bone marrow cells are just a few representative examples of how
diverse cell types that originate from a single cell might be. Cleary the process of
cellular differentiation is an important source of cellular diversity in complex organ-
isms. Although this diversity is amanifestation of cellular heterogeneity, this form of
heterogeneity is not discussed here, as it is presently straightforward to analyze and
compare different cell types due to their unique morphologies. Instead this chapter
preferentially focusesonheterogeneities amongcells that are isogenic (fromthesame
origin) and that are, in practical terms, morphologically indistinguishable.
Within agivencell typeor in anensemble of isogenic cells, cellsmay showvariations

in their morphology, biochemical properties, composition, function and behavior.
These variations may be subtle in comparison to the dramatic differences among cell
types, but their relevance to functional status of the organism cannot be underscored.
As an example, beta cells in the pancreas are responsible for the production of insulin
in response to elevation in glucose levels and the global failure of this function leads to
diabetes type II onset. These cells do not lose their ability to release insulin all at once,
but display sporadic periods in which they are inactive in releasing this hormone.
Theseperiodsoccurat higher frequencies as thedisease onsets. Theprogressionof the
disease is initially unnoticed because the remaining functional beta cells can cover the
insulin demands from the body. Some dysfunctional beta cells may be replaced,
somewhat alleviating the shortage of insulin, but as the number of dysfunctional cells
increase, the insulin demand from the body are not fulfilled. This is an example of a
heterogeneous dynamic population defined by one cellular function: the ability to
release insulin. Understanding the heterogeneous nature of insulin release by single
beta cells would be of tremendous benefit in defining the role of this heterogeneity
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underlying this terrible disease. Fortunately single cell analysis techniques capable of
monitoring insulin release are becoming available, thereby facilitating the description
of cellular heterogeneity [1]. Other examples of single cell analysis techniques thatmay
be used in single cell heterogeneity studies are described in the next section.

11.2
Measuring Heterogeneity using Single Cell Techniques

In principle any of the single cell analysis techniques that are described in this book
are suitable for investigating the heterogeneous nature of single cells within a given
cell type or isogenic group. Examples of such techniques are listed in Table 11.1 and a
brief commentary on each of them is presented below.

Table 11.1 Examples of single cell analysis techniques useful to investigate heterogeneity.

Technique Single cell measurement Cellular system References

Flow cytometry Noise in abundances of
GFP-fusion proteins

Sacharomyces cereviciae [2]

Optical well arrays Kinetics of recA and lacZ
gene expression using
GFP reporter

Escherichia coli [3]

Fluorescence
microscopy

Intracellular calcium release
to identify subpopulations
differing in expression
of P2 receptors.

Human osteoblasts [10]

Electrochemical
detection

Time profile of bursts of
insulin secretion

Rat and human pancre-
atic beta cells

[1]

Raman
microspectroscopy

Changes in Raman spectra
indicating coexisting
cell types

Clostridium beijerinckii in
an acetone-butanol
fermentation reactor

[4]

CE –biomolecules Two dimensional separation
of proteins that are fluores-
cently labeled on-line

Cultured MC3T3-E1
osteoprogenitor and
MCF-7 breast cancer cells

[6]

CE – organelles Separation and detection
of mitochondria labeled
with DsRed2

Cultured 143B
osteosarcoma cells

[7]

MALDI-MS Identification of
neuropeptides

Neuron cells isolated
from Aplysia californica

[5]

LCM and cDNA
microarray analysis

Gene expression profiling
pointing to two
subpopulations

CA1 neurons from rat
hypocampus

[8]

Multiplexed, real-time
RT-PCR

Quantification of 20 different
mRNAs

Human small intestine
cells selected by FACS

[9]

GFP: Green fluorescent protein; CE: capillary electrophoresis; MALDI-MS: matrix assisted laser
desorption/ionization mass spectrometry; LCM: laser capture microdissection; RT-PCR: reverse
transcriptase polymerase chain reaction; FACS: fluorescence-activated cell sorting.

224j 11 Single Cell Heterogeneity



High-throughput techniques, such as flow cytometry and optical well arrays, are
ideal to rapidlymeasure large collections of single cells, but they report only a limited
number of parameters per cell [2, 3]. Real-time monitoring techniques, such as
optical well arrays and electrochemical detection, are ideal to monitor kinetics and
time profiles as long as the single cells contain adequate reporters.
Information-rich techniques, such as Raman microspectroscopy and mass spec-

trometry, are still not widely used but hold great potential [4, 5]. Raman microspec-
troscopy, although very sensitive to changes in the chemical composition of single
cells, has the disadvantage that the interpretation of the spectra may not be
straightforward. Mass spectrometry has been successfully used in large single cells
such as the neurons of the sea snail Aplysia californica but useful determinations in
picoliter-sized cells has not been reported so far [5].
Separation techniques, such as capillary electrophoresis, have been successfully

used to monitor fluorescent reporters found in picoliter-sized single cells. Both
fluorescently labeled molecules that are free in solution or that are bound to
organelles have been reported [6, 7]. Presently the capillary electrophoresis
approaches is limited by their relatively low throughput.
Techniques for gene expression of single cells have also appeared [8, 9]. These

techniques have excellent multiplexing capabilities, but require prior isolation and
selection of single cells using techniques such as laser capture microdissection or
fluorescent activated cell sorting.
Two emerging techniques among those found in Table 11.1 are described below.

They are: (i) optical well arrays to monitor the time profiles of gene expression and
(ii) capillary electrophoresis (CE) analysis of organelles released from single cells.

11.2.1
Optical Well Arrays

An optical well array is fabricated by etching a bundle of imaging fibers to ensure that
the end of each fiber in the bundle has a diameter of 3.1mm [3]. Figure 11.1 shows an
image of such bundle in which Escherichia coli cells have been deposited. Cells
expressing the reporter green fluorescent protein (GFP) upon stimulation with
mitomycin C are deposited on the wells and the GFP fluorescence is monitored
over time. Aproximately 200 cells, each collected in a separate well, are being
monitored in Figure 11.1; the insets are images of part of the array containing
some cells that are expressing GFP after 0min (left) and 80min (right) of mitomycin
C treatment. This is a promising emerging technique because the kinetic informa-
tion on gene activation can be obtained in high throughput.

11.2.2
Capillary Electrophoresis Analysis of Organelles Released from Single Cells

The second example illustrates the use of CE with laser-induced fluorescence (LIF)
detection to detect mito-DsRed2 in individual mitochondria released from single
cells [7]. Figure 11.2a is a schematic of the steps resulting in the release of organelles
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within the separation CE capillary. First the single cell is sandwiched between two
plugs of a solution containing trypsin and digitonin (Figure 11.2a, part iii). Electro-
phoretic mobilization of the cell to one of the plugs causes disruption of the plasma
membrane and then release of the organelles (Figure 11.2a, parts iv and v, respec-
tively). Upon release, the organelles are electrophoretically separated and detected
individually by a LIF detector resulting an electropherogram in which most spikes
correspond to individual organelles (Figure 11.2b). The electrophoreticmobility of all
detected mitochondria and their respective mito-DsRed2 contents are plotted to
represent heterogeneity (Figure 11.2c and d, respectively). Thus every single cell has a
distribution of electrophoretic mobilities andmito-DsRed2 contents of its individual
mitochondria. This technique is unique in that it provides a description of hetero-
geneities among the organelles of single cells. That is, it describes how the fluores-
cent reportermito-DsRed2 is distributed among themitochondria from a single cell.
Furthermore it suggests that mitochondria within the cell differ in regards to their
surface charge, as inferred from the electrophoretic mobility measurements.
In summary, there are multiple single cell techniques capable of providing

valuable information about the heterogeneity of cellular properties. Depending on
the application and the techniques available, an investigator interested in exploring
cellular heterogeneity may select a single cell technique based on its throughput,
sensitivity, temporal or subcellular resolution, reporters (e.g. electrochemically active
versus fluorescent reporters), destructive nature and molecular identification capa-
bilities (e.g. peptide masses or gene expression).

Figure 11.1 Monitoring the expression of the GFP reporter of the
gene recA in an optical well array. Wells containing E. coli cells
display GFP fluorescence that increases with time after treatment
withmitomycinC. The left and right insets are partial imagesof the
array at 0 and 80min after treatment, respectively. Reprinted with
permission from Ref. [3].
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11.3
Describing Cellular Heterogeneities and Subpopulations

Single cell measurements indicate that some cellular properties are defined by an
on–off response or a response thatmay takemany possible outcomes. An example of
an on–off response is the cytokine mRNA expression in T-cells upon antigen
presentation [11]. In such a case, individual T-cells can be distinguished by the
presence or absence of cytokine mRNA. An example of a complex response is the

Figure 11.2 Capillary electrophoresis analysis of
individual mitochondria released from single
cells. (a) Schematic of loading disruption
solution (i), a single cell (ii), and disruption
solution (iii), the cell is then moved
electrokinetically to the disruption solution (iv)
and incubated for 5min (v). The released
organelles are then analyzed by capillary
electrophoresis with laser-induced fluorescence

detection. (b) Electropherogram consisting of
individual mitochondria containing mito-
DsRed2. (c) Distribution of electrophoretic
mobilities of mitochondria contained in single
cells. (d) Mito-DsRed2 contents of individual
mitochondria released from single cells sorted
from low to high contents. Reprinted with
permission from Ref. [7].
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intracellular Ca2þ release upon stimulation of mucosal mast cells with dinitrophe-
nyl [12]. This response is characterized by bursts ofCa2þ release that vary in intensity,
frequency and duration.
Regardless of the nature of the response, binary or complex, a large number of

single cell measurements and their interpretation are usually needed in order to
establish the boundaries and nature of such responses and to describe their
heterogeneity. This is why high-throughput techniques (e.g. flow cytometry) are
more appealing when investigating cellular heterogeneity. In addition, these inves-
tigations are usually carried out using cultured immortal cell lines or unicellular
organisms because the environment in which the cells reside can be controlled with
high accuracy thereby eliminating environmental effects.
If theboundaries andnatureof cellular responsesareknown, it shouldbe feasible to

explore the effect of external parameters (e.g. cytokines, growth factors, nutrients) on
the heterogeneity of cellular responses and properties. In addition, it should also be
feasible to uncover cell subpopulations or even detect foreign cells that belong to a
different cell type. For example, Openshaw and coworkers relied on immunofluores-
cence measurements to define that there are two subpopulations of Cd4þ T cell
helpers, Th1 andTh2, in a cell culture that is exposed to an antigen [13]. These studies,
whether on on–off responses, complex cellular behaviors, cellular subpopulations, or
mixed cell types would not be possible when conductingmeasurements done in bulk
preparations containing millions, because that would report only an average value.

11.4
Origins of Cellular Heterogeneity

Single cell analysis techniquesmake it possible to describe the heterogeneity in a cell
ensemble. However uncovering and explaining the molecular origins of such
heterogeneities are far from trivial and is still an open field. This section summarizes
some of the current thoughts on the origins of cellular heterogeneities.
A cell may be viewed as complex network of molecular processes in which

information is encoded and transmitted to ultimately produce a specific cell
response, function or behavior that is measured using a single cell technique. For
the sake of simplicity, one may envision one flow chart of one line of information in
such a complex network. In this flow chart (Figure 11.3), the outcome of one
molecular process affects the input of the next one and, consequently, the output
of other downstream molecular processes. As expected in any natural process, the
outcome of each molecular process fluctuates. This fluctuation may be binary, a
series of bursts, the accumulation of a product, or the degradation of a substrate. It
may depend on the subcellular location or have a temporal response. Logically the
fluctuation in the outcome of a processwould affect the next process in theflow chart.
Activation of the next process may require an on-response (e.g. the transcription of a
gene), a certain frequency of bursts (e.g. Ca2þ release), or a total number of product
molecules above a threshold from the previous process. Extending this concept to the
whole flow chart, the fluctuations in the measured property would result from the

228j 11 Single Cell Heterogeneity



fluctuations in the property itself and those propagated through the network. The
reader is referred to the works of Barkai and coworkers for an example ofmathemati-
calmodels describing the propagation of fluctuations through a cellular network [14].
The fluctuations associated to molecular processes that lead to heterogeneities

observed when measuring single cell properties is termed biological noise. It is
postulated that there are three types of biological noise: stochastic, intrinsic and
extrinsic. However when the type of noise is not well defined, it is simply called
biological noise. It is important to notice that instrumental noise needs to be taken
into consideration and corrected for in studies dealing with biological noise.
Stochastic noise associatedwith every oneof themolecular processes in aflow line of

information is themost fundamental reason for observing heterogeneity in a cellular
property. If this noise is represented as a standard deviation, it is generally assumed
that thevariance, that is the (squared)standarddeviation, isproportional toaverageofa
stochastic distribution. Importantly the stochastic noise associated with each molec-
ular process of a flow chart does not contribute equally to the observed heterogeneity.
Intrinsic noise refers to fluctuations originating from molecular processes, for

example those processes explicitly shown or implicitly included in Figure 11.3 have
an intrinsic noise. In a recent study [2], Newman and coworkers determined that the
proximity of genes in a given chromosome, mRNA half-life and participation in
protein–protein interactions do not have a strong correlation with intrinsic noise,
even when the opposite is generally assumed to be true. They found that some

Figure 11.3 An oversimplified flow chart outlining molecular
processes that may contribute to the fluctuations in a property
measured using a single cell technique. The receptors A and B
suggest that other environmental factors would also contribute to
these fluctuations. Other processes are implicit. For example,
chromatin unfolding, which is a main noise contributor, is
included under Transcription.
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proteins involved in the regulation of chromatin remodeling and histone modifica-
tion have high intrinsic noise, that is SAGA, SWI/SNF, Ino80, Swr1 and Swr2. They
postulate that high intrinsic noise levels may result from the binary output of a slow
transcription process that leads to production of mRNA in bursts. In contrast, they
found that the abundance of proteins involved in translation, proteolysis and
acidification of vesicles in the secretory pathway show low noise, suggesting that
these processes are highly regulated. A particularly interesting observation was that
proteins involved in oxidative phosphorylation, heat shock, stress and amino acid
synthesis show high noise. The fact that these proteins are associated with organelles
that are distributed to during cell mitosis suggests that subcellular localization is
another contributor to intrinsic biological noise.
Extrinsic noise, also known as global noise, refers to other sources offluctuation not

associated with individualmolecular processes within the cell. A dramatic example is
the differentiation of hematopoietic stem cells as a result changes in the microenvi-
ronment [15]. At the molecular level, events such as a ligand binding to receptors in
Figure 11.3 represent environmental effects thatwould be considered extrinsic noise.
Other environmental effects contributing to extrinsic noise are: cell to cell and cell to
extracellular matrix contacts, mechanical stress and thermal stress. Finally extrinsic
noise may lead to fluctuations in cell size, cell cycle frequency or status, and cell
morphology, all of which must be taken into account when dissecting the origins of
cellular heterogeneity.

11.5
Identifying Extrinsic and Intrinsic Noise Sources

Multiple investigators have laid the path to identify the sources of biological noise,
that is the origins cellular heterogeneity. This section summarizes one approach,
based on flow cytometry, to investigate biological noise. It is important to point out
that other single cell analysis techniques could also beuseful to investigate the origins
of biological noise, that is cellular heterogeneity.
In order to investigate the origins of biological noise, Newman and coworkers

measure the products of genes expressed as fusion green fluorescent proteins in
single yeast cells using flow cytometry [2]. Their strategy can be summarized in four
steps: (i) validation of the flow cytometry measurements, (ii) dissection of the
observed fluctuations into instrumental, extrinsic and intrinsic noise, (iii) identifi-
cation of gene products deviating from the noise-abundance trends, (iv) correlation of
deviant gene products with parameters that contribute to noise.

11.5.1
Validation of the Flow Cytometry Measurements

It is important to establish that the fluctuations associated with the fluorescence
intensities are indeed a representation of the cellular properties. Figure 11.4a shows
the histogram distributions of GFP fluorescence intensities of single cells with two
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different GFP fusion proteins (Rpl35A-GFP andNOp8-GFP). They show coefficients
of variation (CV) of 11.8% and 38.6%, respectively. When the cells are sorted and re-
measured they retain the CVs of the original distributions, suggesting that flow
cytometry is adequate to reproducibly measure the cellular properties of the system.

Figure 11.4 Using flow cytometry to investigate
the origins of cellular heterogeneity. (a) Two
genes expressing GFP-fusion products with
similar protein abundace are analyzed by flow
cytometry and each of them have different CVs.
After sorting and re-analysis, their CVs remain
unchanged suggesting that flow cytometry is a
suitable technique to investigate heterogeneity in
protein abundance. (b) Examples of the use of
gating centered on the average forward and side
scattering to estimate CV variations associated

with intrinsic and extrinsic noise; left and right
panels correspond to His4 and Rps25A genes,
respectively; instrumental noise is estimated in a
separate experiment; the vertical line indicates
the selected gate ratio that makes possible to
measure the CV associated with intrinsic noise.
(c) Dependence of intrinsic noise on protein
abundance. (d) Deviations (DMs) from the
average CV values plotted in (c) versus the
square root of protein abundance. Reprinted
with permission from Ref. [2].
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11.5.2
Noise Dissection

Gating is based on forward scattering (FSC),which is ameasurement of size, and side
scattering (SSC), which is a measurement of cellular granularity and is used to
identify extrinsic noise. The CV is calculated for a given gate radius, centered at the
average FSC and SSC. As the gate radius is reduced (right to left in Figure 11.4b) the
CVdecreases until it practically flattens out. The flat CV value suggests that extrinsic
noise is basically eliminated and that the remainingfluctuations represent the sumof
the instrument and intrinsic noise. ThisflatCV value can then beused to define a gate
radius value (vertical dashed line in Figure 11.4b) that can be used to investigate
intrinsic noise. The intrinsic noise is determined from the difference between theCV
at the selected gate and the instrument noise, determined from the analysis of
standard particles. In Figure 11.4b, the intrinsic noise is associated with the GFP
fusion product of theHis4 gene (left) and the RPS25A gene (right). Both the intrinsic
and instrumental noise are uncorrelated and thus they can be represented asflat lines
in the CV versus gate radius plot, as shown in Figure 11.4b. By subtracting the
instrument noise and the intrinsic noise from the total noise over the entire gate
range, one obtains the extrinsic noise.

11.5.3
Identification of Deviant Gene Products

The third step focuses on identifying gene products that deviate from the average
trend observed when plotting variance versus abundance. Aplot of log10 [CV

2] versus
log10 [abundance] is shown in Figure 11.4c for all the gene products that were
investigated in the above-mentioned study [2]. In this figure, CV2 shows no correla-
tion with abundance for ungated results. However the trend is that CV2 is inversely
proportional to protein abundance for gate radii determined, as indicated in
Figure 11.4b. It is interesting to note that, for the least abundant gene products,
Figure 11.4c indicates that the corresponding CVs are around 30%.
CVdeviations from the average trend (DM) are plotted versus a function of protein

abundance (the inverse of the square root of protein abundance) in Figure 11.4d. This
plot is useful to identify genes with associated intrinsic noise deviating significantly
from the running average shown in Figure 11.4c. These genes, with either positive
or negative DMs, are highly relevant to identify intrinsic sources of cellular
heterogeneity.

11.5.4
Correlation of Gene Products with Potential Sources of Noise

While gene products displaying an average trend in Figure 11.4c are mainly
associated with stochastic noise, gene products displaying deviations from the
average trend in Figure 11.4c can be correlated with other parameters that shed
light on the origins of intrinsic noise. Some properties strongly correlated with the
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observed variation are: protein copy number, mRNA copy number and mRNA
variation. Properties weakly correlated are: gene proximity, protein interactions and
mRNA half-life. In addition, by correlating CVs of genes with high DMs products
with gene ontology (GO) terms, it is possible to identify those GO terms that are
associated with low or high intrinsic noise. Some of the gene products correlated to
GO terms were already mentioned in Section 11.4, where origins of cellular
heterogeneity were described. One of these gene products, SAGA, is a protein
involved with chromatin remodeling and histone modification that shows high
intrinsic noise. In the study by Newman and coworkers, SAGA has the strongest
correlation with aGO term that includes 230 gene products regulated by this protein.
A second example of this study is the strong correlation of a GO term including gene
products involved in translation and ribosomal processing with gene products
showing low noise.
Although not explicitly discussed in the report by Newman and coworkers, similar

studies to investigate the effects extrinsic noise ought to be possible. For example
single cell measurements of cells grown under different experimental conditions
could provide the data to identify how these global factors affect cellular
heterogeneity.

11.6
Concluding Remarks

This section stresses the importance of single cell analysis as a tool to describe cellular
heterogeneity within a cell type or an isogenic group of cells. The origin of such
heterogeneity is explained in terms of fluctuations associated with intrinsic and
extrinsic noise. There has been some progress in identifying the molecular bases of
both noise types,mainly by using high-throughput techniques such asflow cyometry,
but most current explanations need further verification.
A frequent question fromexperimentalists seeking to define the origins and effects

cellular heterogeneity is: how many cells are necessary to define the heterogeneity
associated with a given property? This is particularly critical when using low-
throughput single cell analysis techniques. From the example discussed in the
previous section, the limiting number of cells should be sufficient for selection of
a threshold (i.e. the gate radius) defining the CV representing the intrinsic noise.
Sufficient cells must remain when using this threshold, for example 10 cells when
using a low-throughput single cell analysis technique. However at least twice that
number (20 cells) must be used when a threshold is large. In practice, the experi-
mentalist using a low-throughput single cell technique may want to implement an
iterative process in which: (i) 20 cells are initially analyzed, (ii) the CV is plotted as a
function of the threshold (i.e. the gate radius), (iii) the low end of the threshold range
is monitored to determine whether a flat CV is observed and (iv) if the CV values do
not plateau, more cells are analyzed and the overall process is repeated.
Indeed, an alternative to the tedious use of low-throughput user-intensive single

cell analysis techniques would be the further development of the existing techniques
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to make their use compatible with acquisition of large sets of single cell data. Other
chapters in this book highlight some of the impressive development that may, in the
future, enable a clear understanding of the origins of cellular heterogeneity.
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12
Genome and Transcriptome Analysis of Single Tumor Cells
Bernhard Polzer, Claudia H. Hartmann, and Christoph A. Klein

12.1
Introduction

In the European Union each year about one million people die from various types of
cancer [1]. Over recent decades, molecular diagnosis has advanced greatly, but
progress in therapy has been disappointingly small. This indicates that our under-
standing of the disease is still rather incomplete. One aspect of the disease is its
remarkable cellular heterogeneity. A wealth of data suggests that there are no two
individual cancer cells in a patient that are identical [2]. This excessive heterogeneity
questions the usual approach of studying cancer biology with samples from pooled
cells. It seemsmuchmore adequate to address the process of selection andmutation
by analyzing individual cancer cells [3].
This perspective is justifiedwhenwe consider themost fatal process of the disease,

metastasis, which accounts for themajority of cancer-related deaths. Important steps
during themetastatic process include dissemination of cells from the primary tumor,
intravasation, survival in the circulation, extravasation, resistance to anoikis at the
distant site and colonization of the ectopic organ (Figure 12.1). Selection for these
steps acts on individual cells and our understanding of the cellular mechanisms that
enable cancers to adapt to the ectopic environment will only increase if wemanage to
study individual tumor cells directly.

12.2
Detection and Malignant Origin of Disseminated Cancer Cells

For epithelial cancers, the most common approach for early detection of dissemi-
nated tumor cells is based on the expression of epithelial markers such as
cytokeratins or the epithelial cell adhesion molecule (EpCAM) in mesenchymal
organs like blood, lymph node, or bone marrow [4]. Cells positive for these
markers are found at a frequency of one or two disseminated cancer cells per
million bone marrow cells in 20–50% of cancer patients that present to the
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physician without manifest metastasis. Since the late 1980s, detection of cytoker-
atin-positive cells in bone marrow or EpCAM-positive cells in lymph nodes of
patients suffering from various types of epithelial cancers has been demonstrated
to be an important risk factor associated with reduced overall and disease-free
survival [5], the most convincing data being available for breast cancer [6]. The
clinical evidence that accumulated during recent decades has turned disseminat-
ed cancer cells defined by these markers into prime candidates for being direct
metastatic precursor cells.
Although clinical studies investigating the prognostic impact of disseminated

cancer cells in patients without manifest metastasis were initiated in the early 1990s,
molecular characterizationwas hampered formany years due to the fact that only one
or two cells per sample were available for analysis. Therefore, only techniques could
be applied that used a marker antibody to detect the tumor cells plus one additional
molecule, like an antigen of interest or specific DNA probes. Such double-labeling

Figure 12.1 Systemic progression of cancer. The
primary lesion progresses from a noninvasive in
situ carcinoma to an invasive tumor – a process
that is paralleled by the acquisition of genomic
aberrations (upper part). Disseminating tumor
cells may migrate from early lesions and not
necessarily resemble late stage tumor cells,
which are depicted in blue. The disseminating

cancer cells, which form a heterogeneous cell
population, enter the circulation and move with
the blood or lymph to a distant site, where they
leave the vessel and infiltrate the
microenvironment. Even after long latency
periods, selected tumor cells may grow into
manifest metastases.
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approaches demonstrated either the histogenetic [5, 7] or the malignant origin of
cytokeratin-positive cells from bone marrow. A FISH study in prostate cancer could
reveal chromosomal abnormalities in cytokeratin-positive cells in bone marrow [8].
In addition to these descriptive studies, a cell line could be established from micro-
metastatic cells. A lymph node from an esophageal cancer patient without clinical
evidence of lymph nodemetastasis was taken into culture and the esophageal cancer
cell line derived thereof formed tumors in immunocompromised mice [9]. Today,
this remains the only cell line from disseminated tumor cells that can be generated
without genetic manipulation.
Taken together, to address themolecular biology of these extremely raremetastatic

precursor cells, methods were needed that enable comprehensive molecular char-
acterization. Not surprisingly, PCR techniques opened the first gate to obtain
comprehensive information from disseminated cancer cells.

12.3
Methods for Amplifying Genomic DNA of Single Cells

When trying to amplify the whole genome of a single cell, one is confronted with the
challenge of amplifying single copy sequences and the risk of losing one of the two
copies in andiploid genome (�allelic loss�). This phenomenon is thought to be caused
by varying distributions of reagents at the target sites, such that not all components
necessary for the PCR reaction are available [10]. Template qualitymay also become a
limiting factor in particular when clinical material is under study.
PCR-based protocols for DNA amplification of a few or even single cells have been

published from the early 1990s and a selection is presented in Table 12.1. The first
widely usedmethod employed degenerative oligonucleotide primers for PCR (DOP).
It relies on amixture of defined 50 and 30 bases and six randomcorenucleotideswhich
enable annealing of the primers throughout the DNA template [11]. Another
approach is primer extension pre-amplification (PEP) PCR, which uses highly
degenerated oligonucleotides to prime template DNA [12–14]. However, all methods
employing degenerate oligonucleotides suffer from the limitations that not all
genomic regions are equally primed and that amplification conditions for the
4096 (DOP) or 109 (PEP) primers within the reaction vary considerably. Yet, an
improved procedure (I-PEP) was successfully used for single cell analysis of defined
genomic loci [15]. Some problems inherent to DOP or PEP protocols were overcome
by the highly processive polymerase phi29 and the development of multiple strand
displacement (MSD) amplification [16]. The method generates relatively long DNA
fragments during amplification and has successfully been used for diluted DNA
samples [17] as well as single cells [18].
While all the methods mentioned so far are suited for the analysis of predefined

genetic loci, they failed to convincingly demonstrate a homogenous amplification of a
diploid single cell-genome. As a consequence, comparative genomic hybridization
(CGH, a technique that enables genome-wide screening for DNA copy number
variations [19, 20]) cannot be applied to single cells. To this end we developed an
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adapter–linker PCR strategy that amplifies thewhole genome [21], does not introduce
a bias and, for the first time, enables reproducible application of metaphase
comparative genomic hybridization (CGH).We therefore called the procedure single
cell comparative hybridization (SCOMP). The resulting single cell genome represen-
tation can be used not only for genome-wide screens but also as a template for
multiple sequence-specific PCR.

12.4
Studying the Genome of Single Disseminated Cancer Cells

We used SCOMP for the analysis of single disseminated cancer cells. During
validation we applied the method to single cells with known karyotypes (such as
single normal cells or cells from donors with trisomy 21) and obtained the expected
results [21]. In contrast, no prior knowledge was available for single tumor cells
isolated frombonemarrow or lymphnodes of patients. Therefore, we reasoned that
several individual cells from one patient should be similar (i.e. assuming clonal
relatedness) which would serve as internal control. We therefore screened over 500
bone marrow and lymph node samples of various carcinomas and detected more
than one disseminated cancer cell in 71 samples (14%). As expected, individual
disseminated cancer cells from the same patient displayed a high degree of
similarity in their chromosomal imbalances, but to our surprise only when the patient
was in the stage of manifest metastasis (stage M1). As long as the patients were
clinically free of metastases (i.e. in clinical stage M0) we observed an excessive
genomic heterogeneity of tumor cells from the same individual. Thus, the data
strongly suggest that, during progression fromM0 toM1, very aggressive cancer cells
are selected from a very high number of variant cells which clonally expand at a later
time point. Disseminated tumor cells from M1 patients display characteristic chro-
mosomal aberrations such as amplification of 8q and 17q or loss of 17p that are rarely
detected in cytokeratin-positive cells isolated from M0 patients. Interestingly these
aberrations belong to a set of five gains or losses that contain the information whether
the cytokeratin-positive cell is obtained from a patient with or without manifest
metastasis. Thus CGH analysis of a single disseminated cancer cell can predict the
metastatic stage of disease of a breast cancer patient with 85% accuracy [22].
While it is interesting that a single cytokeratin-positive cell from bone marrow of

a breast cancer patient contains the information about the stage of disease, this
observation is diagnostically irrelevant as there are standard imaging procedures
to detect metastases. Likewise the finding of an excessive genetic heterogeneity
during the latency period prior tomanifestmetastasis is important to understand the
evolutionary dynamics of systemic cancer spread but is less helpful to identify
genetically activated therapy target genes that are shared among disseminated cancer
cells. Such genes are desperately needed for the development of drugs that interfere
with oncogenic mechanisms in order to prevent lethal metastasis. Taking into
account that, in many cases, individual tumor cells from one patient often did not
share a single chromosomal aberration, we must conclude: (i) clonal relatedness at
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this stage cannot be determined through molecular karyotyping, (ii) shared sub-
chromosomal changes or pointmutationsmust be identified in these cells in order to
call breast cancer a monoclonal disease, and (iii) if cancer is a monoclonal disease,
subchromosomal changes sharedwith tumor cells at the primary lesionmay indicate
the earliest genetic changes occurring during transformation of epithelial tissues and
thus may reveal the causes of sporadic cancers.
In order to address these questions we tried to increase resolution of our single cell

analysis.Weappliedpolymorphicmarkers andquantitativePCR(usinggenomicDNA
as template) for the detection of allelic losses and gene amplification, respectively. In
order to identify early lesionswe concentrated on cells that – to our great surprise – did
not display any karyotypic aberrations. The finding of these cells was unexpected
because karyotypic abnormalities are present early in primary tumors. However, 60%
of the isolated cytokeratin-positive cells did not display any genomic rearrangements
detectable bymetaphase CGH, but showed frequent loss of subchromosomal regions
when loss of heterozygosity (LOH) analysis was performed. Some of the changeswere
shared with thematched primary tumors and therefore not only identified these cells
as being derived from the neoplastic mammary growth but also identified genetic
lesions that were present before dissemination. Thus the finding of subchromosomal
aberrations in disseminated cancer cells with a normal karyotype points to an early
timepoint of dissemination before the onset of chromosomal instability [23]. Recently,
we could confirm the early time-point of dissemination in mouse models and breast
cancer patients with ductal carcinoma in situ (DCIS) [50]. Of clinical relevance, we
found in about 20% of early disseminated breast cancer cells a gain of the well known
oncogene HER2, which renders the patient eligible for therapy with Trastuzumab
(herceptin), an antibody directed against the oncogene. This finding was surprising
because most of the primary tumors of these patients did not display a HER2
amplification [23] and would therefore not receive adjuvant HER2 therapy. Clinical
studies are under way to address the question whether or not patients with HER2-
amplified disseminated cancer cells (in the absence of a Her2-amplification in the
primary tumor) would benefit from trastuzumab treatment. In addition, we found in
esophageal cancer patients, that Her2 amplifications in disseminated tumor cells but
not in the primary tumor were prognostically relevant. In disseminated tumor cells
from patients with adenocarcinoma of the esophagus amplifications of theHer2 gene
were found even more frequent than in disseminated tumor cells of breast cancer
patients. In future therapeutic trials these patients should be stratified by Her2 gene
amplifications of their disseminated tumor cells [51].

12.5
The Need for Higher Resolution: Array CGH of Single Cells

The LOH study demonstrated that the analysis of a single cell genome by several
hundred of gene specific PCR is feasible after global amplification; however it is
extremely laborious and not comprehensive. Thus there is a need to apply genome-
wide techniques that provide higher resolution than metaphase CGH, such as array
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CGH. Array CGH uses oligonucleotides or cloned genomic DNA (e.g. bacterial
artificial chromosomes, BACs) as hybridizationmatrix instead ofmetaphase chromo-
somes. So far, several hundred nanograms of cellular DNA are needed to exploit the
advantages provided by thismethod. Attempts to apply themethod to single cells have
not yet resulted in an increase of resolution beyondmetaphase CGH, as the signals of
several BAC clones have to be integrated for noise reduction [24, 25]. For example
single cell array CGH using DOP- or MSD-based amplification protocols reach a
resolution of 34–60Mb [25]. Recently, a method combining DOP and PEP PCR for
single cell genome amplification (GenomePlex single cell whole genome amplifica-
tion kit) was tested on a genome-wide array comprisingmore than 30000 BACclones.
The authors analyzed single epithelial cancer cells from cell lines and uncovered an
amplification of 8.3Mb [26]. While changes of this size are in the range of metaphase
CGH, it was clearly demonstrated that single cell array CGH is able to resolve
aberrations smaller than chromosome arms. The failure to increase resolution further
likely results fromstochastic amplificationof single cellDNA.Possibly the allelic drop-
out rate of 25–30%of theGenomePlex kit is too high to achieve further improvements.
In this respect it is noteworthy that SCOMPhas an allelic drop-out of only 5–10% [23].
Furthermore, recently we could show that our customized SCOMP array CGH is able
to detect genomic aberrations down to a resolution of 1–2 Mb in single TD47 breast
cancer cells and can be applied for the analysis of single disseminated tumor cells [49].

12.6
Studying the Gene Expression of Single Disseminated Cancer Cells

Single cells contain about 1–6 pg of mRNA, with most transcripts being present in
only 10–15 copies per cell [27]. Techniques to study the gene expression of single cells
therefore need to reach an exquisite sensitivity, which is achieved by gene-specific
reverse transcription PCR that can be performed on a selected target mRNA. In
cancer research this application is sometimes used to detect individual circulating
tumor cells in blood samples [28]. However if the cells of interest are isolated and
individual transcripts are to be directly quantified, the maximum number of PCR
reactions is limited to about 10 without prior amplification of the target cDNA. This
limitation results from the fact that, in 10 aliquots of the cellular cDNA, most
transcripts are present as single copy molecules. Thus in any experimental setting,
diluting or splitting the sample to perform more than one PCR reaction inevitably
results in a stochastic bias.
Thus for a comprehensive transcriptional profiling of disseminated cancer cells,

gene-specific approaches are less suited. For gene expression analysis on micro-
arrays, which enable to study the expression of all known transcripts in parallel,
several micrograms of RNA are usually required. Consequently, the single cell
transcriptome needs to be amplified for this application. This is achieved by T7-
based in vitro transcription [29, 30], a method that enables linear amplification of
target sequences, or by PCR-based amplification, which results in an exponential
increase of amplicons [31, 32], as summarized inTable 12.2. ThePCR-basedmethods
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are believed to be less complicated andmore sensitive, while it is often assumed that
only linear amplification methods are quantitative. However we could demonstrate
by quantitative PCR that our PCR-based method preserves the relative transcript
ratios [33]. For the T7method [30], it is still unclear whether the original proportions
of mRNAs are preserved, because a sequence specific bias was observed during
amplification at least in one of three studies [34–36]. For PCR-based approaches, it
has been proposed that the amplification reaction should be stopped before reaching
the plateau phase or that certain sequences are amplified preferentially [37–39];
however neither we nor the group of Norman Iscove observed such an effect [32].
While no fully validated method for comprehensive transcriptional profiling of

single cells has been published using linear amplification, several PCR-based
protocols for single cell gene expression profiling on large-scale arrays have been
published [33, 40, 41]. Tietjen and coworkers used the Brady protocol for single cell
amplification and hybridized the PCR products onto an Affymetrix platform.
However, several aspects in this study escape critical evaluation, such as the control
for efficient and specific binding of the DNA to the short Affymetrix oligos that
preferentially bind RNA; also no comprehensive gene expression analysis was
performed. In principle the protocol suffers from the limitations of the original
Brady protocol, which combines conditions of limited processivity for the enzymes
used in cDNA synthesis and primers of imperfect amplification efficiency (see
supplemental information in Ref. [31]). The protocol by Kurimoto et al. consists of
two rounds of PCR amplification.During the secondPCR, a T7 promoter sequence is
introduced into the cDNA fragments to allow for the subsequent T7-based amplifi-
cation, labeling and hybridization of the PCR products. Using qPCR, the authors
could demonstrate small inter-experimental variations of diluted total RNAespecially
for genes with higher expression (i.e. 20 copies per cell). Since the reliability and
reproducibility was only assessed with diluted RNA, the number of transcripts in
single cells by this protocol and thus its sensitivity are unknown. The method was
applied tomorphologically indistinguishable single cells frommouse blastocysts and
it was found that these cells consist of two individual cell populations (primitive
endoderm- and epiblast-like) by embryonic day 3.5.
High sensitivity and reproducibility for single cell analysis was recently achieved by

slight modification of our protocol (single cell analysis of gene expression,
SCAGE [31]) which enabled retrieval of the correct histogenetic origin of cells and
monitoring of the cellular differentiation and pathway activation in individual
cells [33]. On microarrays that comprised 17 000 transcripts epithelial cells, hemato-
poietic stem cells, immature and mature dendritic cells were all correctly classified,
providing themost comprehensive gene expression study on large-scale arrays so far.
Maturation of dendritic cells after stimulation with LPS could bemonitored in single
cells by analysis of the Tlr4 pathway that is activated after LPS stimulation.
The protocol is based on a solid-phase capturing of the cellular mRNA, its reverse

transcription into cDNA andPCR amplification. The size of the cDNA is restricted by
usage of random primers during cDNA synthesis to a size optimal for PCR. The first
primer binding site (a poly-dC stretch) for PCR is a flanking 50 region in all cDNA
primers that are elongated during reverse transcription. The second poly-dG-contain-
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ing primer binding site is generated by a tailing reaction, enabling amplification of all
fragments with a single poly-dC primer. Making all sequences equally CG-rich
reduces sequence-dependent variation of amplification efficiency and maintains the
relative transcript ratios. The quantitative nature of the amplification was demon-
strated by qPCR experiments comparing the expression levels of specific genes from
amplified and non-amplified single cells [33]. Moreover a quantitative analysis of
transcripts from single heart cells isolated from young versus old animals identified
loss of transcriptional control of gene expression as a mechanism that is closely
associated with ageing [42].
After primary amplification, we used a secondary amplification in the presence of

labeled nucleotides to label the PCR products for subsequent microarray analysis.
This labeling method yielded best results. Upon hybridization on microarrays, we
noted that contaminating bacterial sequences in the amplified sample may interfere
with reliable measurements. Such contaminating sequences originate from the
various recombinant enzyme preparations (mostly DNA binding enzymes) which
are used for primary amplification and are inevitably coamplified and labeled. They
result in false-positive hybridization signals if complementary sequences are also
present on the array. Thus using arraysmade of cloned cDNAs is often unsuccessful.
In contrast, oligonucleotide arrays are free from bacterial or plasmid sequences and,

Figure 12.2 Techniques for analyzing single disseminated cancer
cells. (a) Cancer cells of epithelial origin (blue; stained with an
antibody against cytokeratin) can be isolated frombonemarrowof
carcinoma patients; (b) Combined genome and transcriptome
analysis of single disseminated tumor cells [31, 33].
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althoughhybridization conditions for single cells differ fromstandard procedures for
total RNA, robust experimental conditions can be identified. Our data indicate that
single cells express transcripts binding to 25–30% of all genes on the array, sug-
gesting that low-abundance transcripts are also detected with high reliability. The
correlation coefficient of technical replicates for both amplification and hybridization
was found to range from 88% to 91%, similar to that observed for samples from
several micrograms of total RNA.

12.7
Combined Genome and Transcriptome Analysis of Single Disseminated Cancer Cells

The analysis of single disseminated cancer cells isolated from the bone marrow
of breast cancer patients in disease state M0 is currently under way and will
certainly reveal important insights into the biology of these cells. Future studies
of tumor cells isolated from different disease stages and from various cancer
types will hopefully lead to an improved understanding of the systemic progres-
sion of cancer. Since SCAGE and SCOMP can be combined to analyze the mRNA
and genomic DNA of the same cell (Figure 12.2), we might identify not only
signaling pathways involved in ectopic survival, tumor dormancy and drug
resistance but also the genetic basis of the abnormal gene expression. Hopefully
this knowledge may then be translated into therapies that prevent the growth of
lethal metastases.
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